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Offensive and Defensive Strategies
on In-Vehicle Networks:

Toward Disabling DoS Vulnerability∗

Shuji Ohira

Abstract

Due to the increase in the number of automobiles that connect to the Internet,
cyberattack on Controller Area Network (CAN) is becoming a severe problem.
CAN is one of the in-vehicle network protocols for communicating among Elec-
tronic Control Units (ECUs) and it is a de-facto standard of in-vehicle networks.
Some security researchers point out several vulnerabilities in CAN such as Denial-
of-Service (DoS) attacks and no identifiability of sender. To deal with these vul-
nerabilities, Intrusion Detection Systems (IDSs) and authentication mechanisms
on CAN-bus have been proposed. However, the IDSs focus on detecting spoof-
ing, replaying, and DoS attacks, so that IDSs do not provide protection against
these attacks. In addition, a state-of-the-art IDS for DoS attack detection is
probably only effective against DoS attacks under naive conditions such as some
high-priority messages. It means that an attacker probably evades the IDS by ma-
nipulating feature IDS used. On the other hand, the authentication mechanisms
focus on protecting against spoofing and replaying attacks. For these reasons, ex-
isting IDSs and authentication mechanisms cannot disable DoS attacks on CAN.
Thus, to permanently disable DoS attacks on CAN, this dissertation studies the
threat of DoS attacks from two different points: offense and defense.

Our main contributions consist of unveiling a new evasion attack and propos-
ing three defensive strategies (detection, identification, and protection) for dis-
abling DoS attacks including our evasion attacks. First, we derive a new evasion
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attack called entropy-manipulation attack which is not detectable with a state-of-
the-art IDS based on entropy of CAN. To address the evasion attack against the
IDS, our similarity-based IDS detects DoS attacks including our evasion attacks
using sliding window optimized similarity. Next, we propose a sender identifica-
tion method based on physical-layer characteristics, called Physical-Layer Iden-
tification (PLI). To apply a security patch to the compromised ECU attacking
the CAN, PLI accurately identifies the compromised ECU. Our IDS and PLI can
detect DoS attacks and identify the compromised ECU that sends DoS attacks
however IDS and PLI do not provide protection. Therefore, finally, we introduce
IVNProtect which provides isolable and deployable CAN-bus kernel-level pro-
tection. Three defensive strategies are evaluated in a CAN-bus prototype and
a real-vehicle. And the experimental results show that defensive strategies can
successfully handle the attacks in the environments.

Keywords:

Automotive Security, Controller Area Network, Denial-of-Service Attack, En-
tropy, Sender Identification, Machine Learning
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1. Introduction
Vehicles are currently undergoing a paradigm shift to connect to the Internet.
Due to the paradigm shift, vehicles can perform autonomous driving, ride-sharing
services, and Over-The-Air (OTA) updating. Unfortunately, the paradigm shift
also brings to break down the cybersecurity of vehicles by hacking from remote
hackers. Therefore, countermeasures against cybersecurity for vehicles are im-
perative to secure the current automotive society. This dissertation researches
effective and defensive strategies to detect attacks, identify the causes of attacks,
and protect vehicles from attacks.

1.1 Security Threats on Automotive IoT

Various vehicles such as automobiles and route buses are connected to the Inter-
net (Fig. 1), and new concepts of services such as carpooling and ride-sharing
were born. Due to these influences, Mobility as a Service (MaaS) attracts at-
tention. MaaS enables users to perform useful operations such as route search,
reservation, and payment at once on smartphones. Moreover, it is expected to
solve traffic congestion and environmental problems in urban areas and to provide
transportation for mobility-impaired people in rural areas. Also, we can collect
transportation big-data (e.g., vehicle speed, engine speed, and location) from
vehicles connected to the Internet. Utilizing transportation big-data collected
from vehicles, we can obtain curated data such as accurate bus arrival time and
ridership prediction. In this dissertation, vehicles connected to the Internet are
defined as Automotive IoT.

While the Automotive IoT is increasing due to the aforementioned conve-
nience, there are security threats on Controller Area Network (CAN) [28], which
is a network inside vehicles. CAN is an in-vehicle network protocol used for
communication between Electronic Control Units (ECUs) and has become a de-
facto standard of in-vehicle networks. Miller and Valasek successfully controlled
a variety of automotive functions and, through In-Vehicle Infotainment system
(IVI), exploited the vulnerabilities of CAN [62]. As a result, 1.4 million auto-
mobiles were recalled because of this vulnerability. In 2016, Nie et al. exploited
the respective vulnerabilities of in-vehicle system browsers and CAN to demon-

1
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Figure 1: Modern in-vehicle network architecture and our research target at-
tacker.

strate that various functions of the vehicle can be controlled [71]. These attacks
use CAN vulnerabilities. CAN-bus is simple and has several vulnerabilities (e.g.,
Denial-of-Service (DoS) attacks, no identifiability of sender). Thus, once an ECU
with entry points to external networks (e.g. IVI) is exploited, an attacker can
inject malicious CAN messages from the exploited ECU.

On the other hand, vehicles can also use Vehicular Ad-hoc NETworks (VANETs)
(e.g., Vehicle-to-Vehicle and Vehicle-to-Infrastructure) to support drivers and au-
tonomous functions with the data of neighbor situations through Telematics Con-
trol Unit (TCU) [20]. VANETs communications enable vehicles to enhance safety
with crash avoidance and remote diagnosis. However, if the interface of VANETs
has a vulnerability, an attacker can intrude in-vehicle networks through TCU as
with the IVI.

2



1.2 State-of-the-Art Defenses on CAN

To address the attacker/threat described in Sec. 1.1, many researchers have pro-
posed two defensive strategies: message authentication and intrusion detection.
Here, we explain these defenses and point out their problems.

1.2.1 Message Authentication

Message authentication has been proposed to prevent spoofing and replaying
attacks on CAN [81, 92, 101]. Message authentication uses a hash algorithm
to guarantee the authenticity of messages. In detail, a receiver ECU can verify
the authenticity of a message by using a hash algorithm with a pre-shared key
which is shared with a legitimate sender ECU. Message authentication can disable
traditional hacking, in which an attacker sends a spoofed message to a specific
ECU. However, even in authenticated CAN-bus, message authentication cannot
disable DoS attacks that send many messages to the in-vehicle network, because
DoS attacks can delay the authenticated benign messages. The delay caused by
DoS attacks is a severe threat to CAN because even only exceeding 30 % bus
utilization causes unacceptable delays for some low-priority messages [13].

Moreover, message authentication requires additional hardware and the ex-
tension of source codes to authenticate CAN messages. Besides, since the message
authentication must manage the key lifecycle based on Public-Key Infrastructure
(PKI), the key-management increases the complexity of the automotive system.

1.2.2 Intrusion Detection

Intrusion Detection Systems (IDSs) have an advantage in terms of applicability
and implementation cost, unlike message authentication. One such case is IDSs
based on characteristics of CAN messages (e.g., frequency [88], entropy [60, 98],
ID sequence [59], physical-layer fingerprint [44, 46, 78]). The IDSs can be easily
adapted for the CAN bus of modern automobiles and have high detection accuracy
against spoofing, replaying, and DoS attacks. However, the IDSs provide no
protection for spoofing, replaying, and DoS attacks. Therefore, existing defenses
(i.e., message authentication and intrusion detection) cannot prevent DoS attacks.
It is necessary to build a protection mechanism that has features from DoS attack
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detection to defense.
In addition, these IDSs may have higher false positives for undiscovered eva-

sion attacks which are launched by an attacker to manipulate the result of a
model with crafted input data [22]. For instance, physical-layer fingerprint-based
IDS cannot detect a spoofing attack which mimics the physical-layer character-
istics [7]. Therefore, it is necessary to investigate the feasibility of undiscovered
evasion attacks against state-of-the-art IDS.

1.3 Problems

As countermeasures against attacks on CAN, many researchers and industry de-
velopers have studied message authentications and IDSs. However, existing mes-
sage authentications and IDSs cannot disable DoS attacks on CAN. In addition,
if these countermeasures have a vulnerability such as evasion attacks, an attacker
can perform attacks on numerous vehicles at a large scale. Thus, at first, it is
essential to inspect whether a state-of-the-art DoS IDS has a vulnerability such
as evasion attacks. Next, we derive defensive strategies to solve the failure of
existing countermeasures.

1.3.1 An Undiscovered DoS Vulnerability of Entropy-Based IDS

After compromising an ECU, an attacker can inject the large number of messages
to the CAN bus, which is called DoS attacks. The attacker also exploits an
arbitration scheme which prioritizes the lower arbitration ID than the higher one.
In details, the attacker floods the targeted CAN bus with the highest priority ID
(e.g. 0x000). This attacks causes unexpected alerts of vehicles, violations of
the constraints for the arrival time of CAN messages and so on. Therefore, it
is required to detect and prevent the DoS attacks. As the state-of-the-art IDS
for DoS attacks, entropy-based IDSs have been proposed. The entropy-based
IDSs have fast detection capability, adaptation for various CAN baud rate, and
low hardware requirements. However, the question of whether the entropy-based
IDSs can detect DoS attacks when an attacker manipulates entropy has not been
clarified yet. To address this question, we find a way bypassing the entropy-based
IDSs from the attacker’s perspective.
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1.3.2 Drawbacks of Intrusion Detection, Physical-Layer Identification,
and CAN-Bus Protection

We unveiled an evasion attack against the entropy-based IDS on CAN. It means
that the entropy, which has been claimed to be an effective characteristic for the
detection of DoS attacks, actually allows DoS attacks on CAN. To end the arms
race between evasion attacks and existing countermeasures, we propose three
defense strategies to prevent DoS attacks including our evasion attack on CAN.

Evasion Attacks on State-of-the-Art DoS IDS
To detect DoS attacks on CAN, the entropy-based IDS has been proposed.
We discover that the entropy-based IDS has a vulnerability against a DoS
attack in our research. To solve this vulnerability accompanied by inheriting
the good characteristics of entropy-based IDS, we derive a new characteristic
of similarity for detection of DoS attacks.

Misclassification of Delay-Time Based Physical-Layer Identification
An attacker tries to evade IDSs with adversarial attacks which manipu-
late some features such as entropy, payload, and so on. Hence, identifying
the attacker using immutable physical-layer characteristics is an effective
countermeasure because a remote attacker cannot manipulate physical-layer
characteristics. As one of these countermeasures, Physical-Layer Identifica-
tion (PLI) has been studied. The idea is to use physical-layer characteris-
tics (e.g., voltage, delay-time) of analog signal of one frame to identify the
sender ECUs of the frame. As the one of the PLIs, delay-time based PLI
have been proposed which is called Divider. Divider uses the difference of
delay of CAN transceiver. The delay is caused by output/input/parasitic
capacitance. Divider has the low number of samplings, but a low identifi-
cation rate. Thus, we improve the identification accuracy of Divider.

Limitation of Deployability for CAN-Bus Protection Dedicated to DoS

To prevent DoS attacks on CAN, some researchers have proposed protective
mechanisms. The allowlist-based mitigation method has been proposed as
one of the countermeasures. This method can disable DoS attacks with the
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highest priority CAN ID:0x000; in other words, it passes some allowlisted
messages permanently. Hence, it is ideal for mitigating and isolating a
DoS attacker who uses both malicious IDs (e.g. the highest priority CAN
ID:0x000) and benign IDs (e.g. a CAN ID which a legitimate ECU sends).
Moreover, this method requires additional hardware; therefore, it also has
a drawback in deployability. Hence, we derive an isolable and deployable
CAN-bus protection to prevent DoS attacks on CAN.

1.4 Dissertation Contributions

1.4.1 Motivation and Approach

Security researchers confirm that DoS attacking CAN causes unexpected vehicle
behavior (e.g., disabling power steering, blocking Advanced Driver-Assistance
Systems (ADAS) function). Therefore, it is important to completely eliminate
the threat of DoS attacks on CAN. To permanently disable DoS attacks on CAN,
we study the threat of DoS attacks from two different perspectives: offense and
defense. Namely, we consider exploiting vulnerabilities for evasion attacks on
state-of-the-art DoS IDS from the attacker’s perspective. After that, we consider
three defensive approaches (detection, identification, and protection) as depicted
in Fig. 2, which can solve the problem of state-of-the-art DoS IDS.

1.4.2 Dissertation Goal and Scope

In this dissertation, we aim to disable DoS attacks from an attacker which is
based on the actual hacking of vehicles, defined by Chap. 2.4. After achieving the
dissertation goal, the security threat of spoofing and replay attacks on CAN is an
unsolved problem. However, we can tackle the problem by applying the existing
message authentications to CAN. Therefore, we define our goal that we propose
defense strategies that can prevent all attacks by combining the existing message
authentications. For this reason, we focus on defense strategies to disable all DoS
attacks because the existing message authentications can deal with spoofing and
replay attacks other than DoS attacks.

To achieve the goal, first, we explore vulnerabilities in state-of-the-art DoS
IDS to verify the capabilities of detection. Second, we derive a new detection
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To disable DoS attacks on CAN, we envision four stages: ( i ) derive an undiscovered DoS attack
on a state-of-the-art IDS, (ii) detect the undiscovered and previous DoS attacks effectively, (iii)
identify the compromised ECU which sends the DoS attacks, (iv) protect the CAN-bus from
DoS attacks.

Figure 2: Four dissertation components and defense flow.

approach which detects existing DoS attacks and evasion attacks on the state-of-
the-art DoS IDS. Third, we propose a PLI to accurately identify the sender ECU
of malicious messages. Finally, we develop a protection mechanism to prevent
DoS attacks in the software layer of ECU.

Here, we summarize the contributions of this dissertation.

1.4.3 entropy-manipulation attack: Evasion Attack on Entropy-Based
IDS

The main contributions of the study of Chap. 3 can be summarized as follows.

1. We found a DoS attack called the entropy-manipulation attack, which by-
passes the state-of-the-art DoS IDS (entropy-based IDS [98]) by adjusting
the entropy of messages. These consist of messages of random CAN ID.

2. We propose an injection technique to evade the detection of entropy-based
IDS at boundary between benign messages and DoS messages, which is
called Sliding Window Poisoning Tactic.

3. We confirmed that an attacker can evade the entropy-based IDS with the
entropy-manipulation attack in 6 vehicle environments.
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1.4.4 Sliding Window Optimized Similarity Analysis Method

The main contributions of the study of Chap. 4 can be summarized as follows.

1. The proposed method (similarity-based IDS) achieved a detection preci-
sion of 100.0% against the all DoS attacks (including entropy-manipulation
attack), while the detection precision is 68.3% in the entropy-based IDS.

2. We showed that the detection time is up to 93% (14 µs) shorter than the
entropy-based IDS.

1.4.5 PLI-TDC: Physical-Layer Identification with Time-to-Digital Con-
verter for In-Vehicle Networks

The main contributions of the study of Chap. 5 can be summarized as follows:

1. We propose a PLI using Time-to-Digital Converter (TDC) which can fine
measure an elapsed time, called PLI-TDC. Our method uses new charac-
teristics in the identification of ECUs in CAN. PLI-TDC does not use con-
tinuous characteristics such as voltage, but the delay-time to be observed
in each rising edge of the CAN message. Hence, PLI-TDC can identify
the ECUs with a lower number of sampling than the voltage-domain based
method.

2. PLI-TDC achieved mean accuracy of 99.67 % and 97.04 % on CAN bus
prototype and a real-vehicle network, respectively. Additionally, we showed
that this approach achieved a 100% true positive rate against two attacker
models.

3. We designed PLI-TDC so that it can be robust against features’ drift caused
by temperature drift. From our experiment, PLI-TDC can achieve a mean
accuracy of over 99% even if the temperature is drifted.

4. PLI-TDC solved the problems of detection based on multiple frames, num-
ber of probes, and robustness against feature drift.
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1.4.6 IVNProtect: Isolable and Traceable Lightweight CAN-Bus Ker-
nel Protection

The main contributions of the study of Chap. 6 can be summarized as follows:

1. We propose an isolable and traceable lightweight CAN-bus protection called
IVNProtect. IVNProtect is implemented to a CAN-bus kernel driver
on Linux. Hence, IVNProtect can deploy to an ECU just by software
updating.

2. We provide a new error state mechanism on IVNProtect for handling
security incidents. IVNProtect mitigates DoS attacks and isolates a
compromised ECU based on this security error state mechanism.

3. We experimentally confirm the traceability that IVNProtect reports
warning messages for legitimate ECUs to distinguish whether the cause
of isolation is a fault or a security incident.

4. We show the overhead caused by IVNProtect. As a result, the overhead
takes only 9.049 µs, which means that a system with our IVNProtect
satisfies in-vehicle real-time demands.

1.5 Outline

The rest of the dissertation is organized as follows. Chap. 2 explains all the
relevant backgrounds on CAN and its security issues. In Chaps. 3 and 4, we
detail a new DoS attack called entropy-manipulation attack and a defensive strat-
egy against it called similarity-based IDS, respectively. Next, aiming to end the
arms race between evasion attacks like entropy-manipulation attacks and defen-
sive strategies like similarity-based IDS, we propose physical-layer characteristics-
based sender identification and attacker detection called PLI-TDC in Chap. 5.
In Chap. 6, we propose a CAN-bus kernel-level protection called IVNProtect.
Finally, Chap. 7 details the impact of this research on other related fields and
elaborates the future research direction.
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2. Controller Area Network and Its Vulnerabili-
ties

In this section, we describe the CAN which is a widely utilized in-vehicle network
protocol in modern automobiles. We also summarize the vulnerabilities of CAN.

2.1 CAN Primer

CAN is the de facto standard for in-vehicle networks, and generally works on a
bus-type network topology as shown in Fig. 3. Normally, both ends of the CAN
bus are terminated with 120 Ω resistors to prevent signal reflection. Therefore,
the value of the combined resistance of CAN is 60 Ω.

Typical CAN node consists of Micro Controller Unit (MCU), CAN controller,
and CAN transceiver. The CAN controller processes various frames according
to the CAN. The CAN transceiver converts the logical level (low and high) of
the signal and the CAN bus level (dominant and recessive) of the signal between
the CAN bus and the CAN controller. ISO 11898 [80] gives the High-Speed
CAN bus specification. The specification are given for the maximum baud rate
of 1 Mbps and the maximum bus length of 40 m with up to 30 nodes can be
connected. A twisted-pair cable is used to ensure robust noise immunity on
the CAN bus. The two wires are called CAN-L and CAN-H respectively. As
shown in Fig. 4 (a), the voltage of CAN-H/CAN-L are 3.5/1.5 V and 2.5/2.5 V
during dominant and recessive (logical 0 and 1), respectively. Also, the CAN
data frame has a maximum 8-byte data field whose length is determined by
Data Length Code (DLC) in the control field. When dominant and recessive
are transmitted simultaneously by multiple nodes, the dominant is preferentially
transmitted. Using this feature, an ECU can transmit frames with high priority
without interrupting transmission even if multiple nodes simultaneously transmit
frames and signals collide. This mechanism is called arbitration, and details are
described in Sec. 2.1.2.

Also, in this dissertation, we define "CAN message" as actual data compliant
on the data frame (Fig. 4 (b)) on CAN.
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Figure 4: A CAN message and data frame.
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2.1.1 CAN Frame

CAN defines the following four types of frames: data frame, remote frame, error
frame, and overload frame. First, the data frame contains data itself, such as
sensor data, and is transmitted from the sender ECU to the receiver ECU. Second,
the remote frame is used by the receiver ECU to request the transmission of the
data frame. Third, the error frame is transmitted to CAN when the transmitted
logical value and the CAN differential signal are different. Finally, the overloaded
frame is used to add a delay between the previous and current data frames.
Although this frame is rarely used because the processing power of the CAN
controller and its microcomputers have improved.

The data frame consists of some fields (arbitration field, data field, etc.). In
the following, each field is described.

Start Of Frame (SOF)
This field represents the start of the frame using a dominant 1 bit.

Arbitration Field
This field consists of the 11 bit of identifier and the 1 bit of Remote Trans-
mission Request (RTR) which indicates the frame type. The 11 bit of iden-
tifier represents the priority of the frame. The lower identifier, the higher
the priority of a frame with the identifier. In this dissertation, the identifier
is called Arbitration ID (CAN ID). RTR is used to distinguishe whether a
frame is data frame or remote frame. When RTR is dominant, it represents
a data frame, else a remote frame.

Control Field
This field consists of two reserved bits called IDE and r0 and the DLC.

Data Field
This field represents that the data is transmitted. This field is a variable
length within 0–8 bytes.

Cyclic Redundancy Check (CRC) Field
This field is used to check for frame transmission errors. It consists of a
15 bit CRC and a 1 bit CRC delimiter.
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acknowledgment (ACK) Field
This field represents acknowledgment sent by receiver ECUs. If receiver
ECUs other than an ECU transmitting a CAN message can normally receive
up to the CRC field, a 1-bit dominant transmission is performed in the ACK
slot as a signal.

End Of Frame (EOF)
The field indicates the end of a frame consisting of 7 bits of recessive.

2.1.2 Arbitration

Since CAN uses the Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) method, an ECU confirms that the CAN bus is idle before the
ECU sends a data frame, and then the other ECUs can receive the frame. If two
or more ECUs start transmission at the same timing, this collision of transmission
requests is resolved by bit-by-bit arbitration. This arbitration is performed using
the value of the Arbitration ID. Therefore, while sending the Arbitration ID, the
ECU sending the CAN message compares whether the transmitted bit and the
bit represented by the bus are the same. If the bus expresses a dominant even
though it transmitted a recessive, the ECU sending the recessive loses the right
to send and must stop sending the CAN message.

Also, if the data frame and the remote frame have the same Arbitration ID and
their transmission of them starts at the same time, the data frame is preferentially
transmitted because the RTR of the data frame is dominant.

2.1.3 Error Handling

CAN has a fault error state mechanism for high fault tolerance. The error state
mechanism defines the following three states as the state of an ECU: error active
state, error passive state, and bus-off state as shown in Fig. 5. An ECU starts
at the error active state. When the ECU detects several errors (e.g. CRC error),
it transits to the error passive state which means that the ECU cannot receive
the CAN messages on the bus. Finally, suppose the ECU still detects several
errors in the error passive state. In that case, the state of the ECU transits to
the bus-off state, where the ECU is logically isolated from the bus. Namely, the

13



Error 
passive

Bus-off

Error 
active

TEC > 127 or REC > 127

TEC ≤ 127 and REC ≤ 127
TEC > 255Reset

Figure 5: State diagram of CAN error state machanism.

ECU in bus-off state cannot send and receive CAN messages via the bus. Once
the ECU enters the bus-off state, the ECU conducts using reboot or a manual
procedure by diagnosis to transit to the error active state.

Also, the errors (e.g. CRC error) on CAN increase two types of counters
in an ECU: Transmit Error Counter (TEC) and Receive Error Counter (REC).
TEC in a sender ECU is counted if the sender ECU confirms the dominant (or
recessive) on the bus despite sending the recessive (or dominant) in other than
Arbitration and ACK fields. REC in a receiver ECU is counted if received CRC
data is different from CRC data calculated by a received CAN message or if a
received CAN message has the incorrect data frame. The aforementioned error
state mechanisms are managed based on TEC and REC.

2.2 Vulnerablilities of CAN

According to Liu et al. [57], CAN vulnerabilities were classified into 4 categories,
and attack methods against the vulnerabilities were classified into 5 categories.
Fig. 6 shows the classification arranged by Liu et al.

The inherent vulnerabilities of CAN are broadcast communication, no en-
cryption, no authentication, and Arbitration ID-based priority schemes. The at-
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tack methods caused by these are described below. First, eavesdropping exploits
broadcast communication and no encryption. Anyone who can access CAN can
eavesdrop on CAN messages because of broadcast communication and no en-
cryption. Second, in a frame impersonation, by using the eavesdropped CAN
messages, an attacker can impersonate the CAN message such as operating the
meter by impersonating the CAN message related to the vehicle speed. Third, an
attacker performs a replay attack, which is an attack that reproduces the CAN
messages transmitted by ECUs, and a frame injection that sends an arbitrary
CAN message, because CAN has no authentication. Finally, the Arbitration ID-
based priority scheme states that are vulnerable to DoS attacks, which overwhelm
the bus by sending large numbers of CAN messages that exceed the priority of
CAN messages in transmission [13]. Also, as shown in Fig. 4 (b), because the
CAN data format does not have a field to indicate the source information, the
receiver ECU cannot verify whether the CAN message was sent by the legitimate
sender ECU.

Encryption and authentication would be a countermeasure against the above
attack methods. However, since the maximum data field of CAN is 8 bytes,
authentication is not easily applicable. Furthermore, it is difficult to implement
the management of keys needed for encryption/authentication as soon as possible
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because it is necessary for automobile manufacturers to appropriately decide and
implement key management rules. On the other hand, detection/protection by
IDS/IPS can be executed only by connecting IDS/IPS to the CAN bus, Therefore,
detection/protection by IDS/IPS has advantages in terms of effectiveness and ease
of implementation in current vehicles.

2.3 Attack Surfaces on Automotive IoT

This section describes the intrusion route of attacks from external networks. We
focus on the IVI connected to the Internet. As shown in Fig. 7, intrusions from
the outside can be roughly divided into three types: long-range, short-range,
and internal [15]. Note that a Linux-based IVI such as Automotive Grade Linux
(AGL) [24] is assumed.

First, as intrusion routes from the outside (long range), there are the High
Speed Synchronous Serial Interface (HSI) driver that handles mobile phone com-
munication and the WPA supplicant process in the user space that handles Wi-Fi
communication. If the old versions of these are installed on the IVI, an attacker
could break into the IVI. Also, if the IVI is set to automatically connect to an
access point with an SSID, an attacker could set up a malicious access point with
the same SSID and the attacker could attempt to break into various ports on the
IVI.

Second, an attacker from the outside (short range) possibly invades by exploit-
ing the vulnerability of Bluez, a daemon that performs Bluetooth communication.

Third, as a threat other than the external network, an attacker tries to let a
legitimate user connects a USB device to IVI to install malware through social
hacking. This attack can be exploited if the USB software stack is flawed or if the
IVI software is updated via USB. After exploiting the IVI system, the attacker
can attempt malware installation such as ransomware targeting vehicles [6].

Also, as a direct entry route to the CAN bus, the ECU diagnostic port On-
Board Diagnostics-II (OBD-II) port1 is used to intrude the CAN bus through
direct access [8]. In this dissertation, we conducted an evaluation experiment of
attack detection by invading from the OBD-II port.

1A diagnosis port for vehicles. Generally, it is installed around the driver’s seat.
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From the above, the in-vehicle network is directly or indirectly connected to
various interfaces, so that attackers can use diverse intrusion routes. Therefore,
multi-stage and multi-layered defense measures are important for security coun-
termeasures for securing automotive IoT.

2.4 Our Remote Adversary Model

In this section, we define an adversary model in in-vehicle networks. The remote
adversary model is based on the hacking of Jeep Cherokee [62] and the exploita-
tion via Wi-Fi/Bluetooth interface against Display Control Unit (DCU) installed
in some Lexus series [14]. In actual hacking of Jeep Cherokee, Miller and Valasek
exploited an ECU’s update mechanism to inject their code. After getting control
of an ECU, it is supposed that the attacker reconnoiters the CAN bus with ex-
ploration/reconnaissance tools (e.g., CaringCaribou2, CANvas Network Mapper
[50]). Thus, we suppose that the adversary model can manipulate software in
a single compromised ECU. In other words, our model cannot manipulate any
direct physical characteristics in the CAN bus. Even though our model is only
allowed to manipulate the software layer, the model is a serious threat. For in-
stance, our model with only the software layer can simultaneously conduct the
large-scale attacks for thousands of vehicles at the same time by using a single
vulnerability [49, 51]. Therefore, we suppose that the adversary model with a
single compromised ECU has all software manipulation capabilities.

2A friendly car security exploration tool, https://github.com/CaringCaribou/caringcaribou
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3. entropy-manipulation attack: Evasion Attack
on Entropy-Based IDS

3.1 Introduction

Encryption and authentication approaches toward secure in-vehicle networks have
been proposed to prevent spoofing, sniffing, and replay attacks [52, 66, 82, 95, 92,
101, 81]. These proposals could disable traditional hacking, in which an adversary
sends a spoofed message to a specific ECU. However, even in CAN bus applied to
encryption and authentication, these proposals cannot disable a DoS attack that
sends many messages to the in-vehicle network, because DoS attacks cause a delay
to the encrypted benign messages. To disable DoS attacks, a security solution
different from encryption and authentication is necessary. In order to prevent a
DoS attack of one type in which an adversary sends messages to flood the buffer of
receiving ECU, Intrusion Prevention System (IPS) defenses have been proposed
[39, 99, 96]. However, these methods do not affect other DoS attacks, in which
an adversary sends many messages of the highest CAN ID priority. Therefore, it
is necessary to have an IPS that can prevent all DoS attacks. To prevent all DoS
attacks, firstly, we must consider a method to detect all DoS attacks.

Time-intervals IDS [88] has been proposed to detect spoofing attacks and DoS
attacks on CAN. This IDS detects DoS attacks with the cutoff of the time interval
to 0.2 milliseconds for detecting DoS messages. However, in the case of over 0.2
milliseconds of the time interval of the DoS attack’s messages, the IDS cannot
detect DoS attacks. In addition, in different baud rates such as CAN and CAN
with Flexible Data Rate (CAN-FD) [29], the IDS cannot be adapted to the CAN
buses because the time intervals of DoS attacks are different. Furthermore, some
methods [88, 31, 98] are probably only effective against the DoS attacks under
naive environments, such as some higher priority messages [53].

A machine learning approach for IDS has been proposed [54]. The approach
can widely detect attacks such as spoofing, replaying, and DoS attacks with high
accuracy. The approach (especially deep learning) is too expensive to implement
the training function in the vehicle, although the cost of inferring is reasonable.
Also, a secure OTA update [40] has been proposed in modern automotive. There-
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fore, the cost of training the additional communication of the OTA update should
be reasonable.

Also, an entropy-based IDS [98] using the entropy of a fixed number of mes-
sages, called a sliding window, has been proposed against the DoS attacks and the
replay attacks. This method has a good advantage in terms of effectiveness and
the small computational overhead [100]. However, the entropy might be manip-
ulated by adversaries to avoid the IDS. To validate the feasibility of this attack,
we present an evasion DoS attacks called entropy-manipulation attacks against
the entropy-based IDS. Additionally, we carried out experiments in which the
attacker executed entropy-manipulation attacks on a six-vehicle environment. As
the result, we confirmed that the entropy-manipulation attacks can evade the
entropy-based IDS to mimic the entropy with higher IDs than actual IDs.

The main contributions of this study can be summarized as follows.

1. We found a DoS attack called the entropy-manipulation attack, which by-
passes the conventional method (entropy-based IDS [98]) by adjusting the
entropy of messages. These consist of messages of random CAN IDs.

2. We proposed a sliding window poisoning tactic to inject the DoS messages
to the sliding window without varying the entropy at the boundary between
the benign and DoS messages.

3. We confirmed that an attacker can evade the entropy-based IDS with the
entropy-manipulation attack in a six-vehicle environment.

3.2 Related Work

A lot of works have been done on IDSs on CAN. IDSs on CAN using deep learning
have been proposed [43, 86, 18, 19, 17, 36, 48, 70]. The approach is too expensive
to implement the training function in the vehicle although the cost of inferring
is reasonable. Also, a secure OTA update [40] has been proposed in modern
automotive. Therefore, the cost of training the additional communication of the
OTA update should be reasonable.

Time-intervals IDS [88] has been proposed to detect spoofing attacks and DoS
attacks on CAN. This IDS detects DoS attacks with the cutoff of the time interval
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to 0.2 milliseconds for detecting DoS messages. However, in the case of over 0.2
milliseconds of the time interval of the DoS attack’s messages, the IDS cannot
detect DoS attacks. In addition, in different baud rates such as CAN and CAN-
FD, the IDS cannot be adapted to the CAN buses because the time intervals of
DoS attacks are different. Furthermore, some methods [88, 31, 98] are probably
only effective against the DoS attacks under naive environments such as some
highest priority messages [53].

Detection methods based on electrical fingerprint information have been pro-
posed [10, 44]. However, in order to perform electrical fingerprint information-
based anomaly detection, some additional hardware such as the A/D converter
is necessary. Furthermore, if an original ECU is compromised, the IDS cannot
detect a malicious message using CAN ID assigned in compromised ECU itself.

There are various other related studies, but these studies are not superior
to the entropy-based IDS in terms of effectiveness to DoS attacks and the small
computational overhead.

3.3 Entropy-Based IDS

3.3.1 Fixed Time Based Method

IDSs based on entropy in the fixed time have been proposed [69, 60].
Muter and Asaj proposed the first anomaly detection method based on information-

entropy [69]. The method uses the relative distance of entropy of each IDs between
two datasets to detect anomalies. This advantage of the method is to detect a
slight increase or decrease in the specific CAN ID. However, it also causes false
alarms because the frequency of IDs in the fixed time changes by the clock-skew
in CAN.

Next, Marchetti et al. proposed the entropy of the fixed time based anomaly
detection method [60]. They designed the anomaly detection method through
experiments in real CAN messages. However, the method has disadvantages such
as no adaptation to different baud rate, misdetection caused by aperiodic CAN
messages, and no capability of real-time detection.
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3.3.2 Sliding Window Based Method

Wu et al. pointed out that these IDSs [69, 60] cannot be applied to different
transmission rates and aperiodic messages because they use fixed-time messages
for calculating entropies. Therefore, they proposed a novel entropy-based IDS
[98], showing that the entropy-based IDS can fastly detect DoS attacks by using
a sliding window (a fixed number of messages) for calculating the entropy. The
definition of entropy in the method is as follows, where I = {id1, id2, id3, ..., idn}
is a set of different CAN IDs appearing within sliding windows W . Equation (1)
is expressed as the entropy of CAN IDs in sliding windows W .

H(I) = −
∑

idi∈I

P (idi) log(P (idi)) (1)

Next, we explain the P (idi) in Equation (1). Since the method determines
the network state by monitoring CAN messages per window W , the total number
of messages in the arbitrary network state is the same to window W . Thus, the
total number of messages Ntotal in the sliding windows W can be obtained by
Equation (2):

Ntotal =
n∑

i=1
Countidi

(2)

The Countidi
is the number of idi appearing in W . Then the probability of

idi appearing in W can be represented as

P (idi) = Countidi

Ntotal

(3)

The definition of Equation (1), (2), and (3) is based on the entropy-based IDS
[98]. The problem with the entropy-based IDS [98] is that it has a much higher
FP rate against the entropy-manipulation attack.

3.4 Attacker Model

There are three types of DoS attacks on CAN according to the report [39] of
Humayed et al. as follows. (Also, shown in Fig. 8.)
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Figure 8: The classification of DoS attacks on CAN.
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3.4.1 Traditional DoS Attack

An adversary can easily interfere with a CAN bus by using bitwise arbitration.
Since the lower CAN ID has a higher priority, the adversary would use CAN
ID 0x000 for the DoS attack. As a result, the adversary can induce unexpected
behavior of the vehicle. Though it is not difficult to detect the Traditional DoS
attack, IDSs must detect it as soon as possible.

3.4.2 Randomized DoS Attack

A randomized DoS attack is the most appropriate attack for broadcasting incor-
rect values without investigating an in-vehicle network. Messages with a random
CAN ID from 0 to 2047 can be transmitted within one second, even on a low-
speed network. The difficulty of the detection of the randomized DoS attack is
the same with Traditional DoS attacks and should be detected as soon as possi-
ble too. An entropy-based IDS can detect randomized DoS attacks of both low
and high entropy. However, the entropy-based IDS cannot detect an entropy-
manipulation attack in which an adversary adjusts the entropy of a DoS attack
to a benign entropy. For example, in case of the sliding window W = 30, en-
tropies of two sliding windows are the same value if a sliding window includes
10 messages of normal CAN IDs 0x0AA, 0x0BB, and 0x0CC, respectively, and a
sliding window includes 10 messages of the DoS message’s IDs 0x000, 0x001, and
0x002, respectively. If an attacker exploits the entropy-manipulation attack, the
attacker can bypass the entropy-based IDS. The conditions that an attacker must
satisfy are as follows.

1. Knowing the hyperparameters of entropy-based IDS such as window size
and average entropy.

2. Existence of Higher priority CAN IDs than actual CAN IDs.

Here, we describe whether an attacker satisfies condition 1. Firstly, after an
attacker intruded an ECU from some external network, the attacker sniffs the
messages of the CAN bus. And then, the attacker can calculate the hyperparam-
eters of window size and the average entropy using the same algorithm to the
entropy-based IDS. Finally, the entropy-manipulation attack is carried out using
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the window size and average entropy. IDS should assume adversaries know the
algorithm inside it [23].

To confirm the satisfaction of condition 2, we surveyed whether there are these
IDs with collecting CAN data of 6 car models in Sec. 3.5.2. Therefore, we explain
the detail of condition 2 in the section.

3.4.3 Targeted DoS Attack

A Targeted DoS attack influences buses and ECUs. In this research, we assume
an attack on one ECU and define it as a DoS attack using one ID flowing on the
bus. This DoS attack could have life-threating consequences for the driver and
passengers. However, entropy-based IDS can be used to achieve to detect this
DoS attack.

3.5 Feasibility of entropy-manipulation attack

3.5.1 Root Cause of Evasion Attack

We show the example of the entropy-manipulation attack. Fig. 9 illustrates our
test car’s temporal change of entropy against two randomized DoS attacks. Fig.
9 (a) and (b) are randomly generated by randomized DoS attacks with CAN IDs
of a range of [0, 0d2047] and [0, 0d55] respectively. From Fig. 9 (a), we
confirm that the entropy-based IDS can distinguish the normal CAN messages
and randomized DoS attacks of the extremes of entropy. Fig. 9 (b) shows that
the entropies of normal messages and randomized DoS attacks are the same value.
This attack is an entropy-manipulation attack. Also, Fig. 10 shows the entropy
of randomized DoS attacks under the various ranges of CAN IDs. It shows that
an adversary can inject a randomized DoS attack using arbitrary entropy. If
the entropy of a randomized DoS attack and the entropy of normal traffic are
the same value, like Fig. 9 (b), an adversary can bypass the entropy-based IDS.
This problem is caused by that the entropy defined by [98] is based only on the
randomness of the CAN ID. In other words, an adversary can configure sliding
windows with the same randomness with completely different CAN IDs which
are higher priority than normal CAN messages. Therefore, to detect the entropy-
manipulation attacks and the other DoS attacks, we consider an approach that
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Figure 9: Vulnerability of the entropy-based IDS.
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Figure 10: Entropy of randomized DoS attack under different CAN ID range.

can detect the entropy-manipulation attacks based on whether a CAN IDs’ set
in a sliding window is a normal range.

3.5.2 Higher Priority IDs than Actual IDs

To realize the entropy-manipulation attack, it is necessary to use the higher pri-
ority IDs than the actual IDs. We survey whether there are these IDs with
collecting CAN data of 6 car models. Table 1 shows the top 10 priority IDs of
each real-vehicles. The highest priority IDs in the vehicle A, B, and D are 0x101,
0x215, and 0x114, respectively. Hence, an attacker can exploit at least the ran-
dom IDs of [0, 0x101] to perform the entropy-manipulation attack on these
vehicles. On the other hand, the highest priority IDs in the vehicle of HCR Lab,
C, and E are 0x018, 0x002, and 0x020, respectively. In the case of these vehicles,
an attacker might not be able to do the entropy-manipulation attack because the
high priority IDs are assigned as benign IDs. Thus, to mitigate this problem, the
attacker can change the attack targets to IDs of 2nd place and below.

Table 2 shows the entropy of each vehicles’ data and the entropy of DoS
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Table 1: Top high priority IDs in real-vehicles.

HCR Lab [55] Vehicle A B C D E

1st 0x018 0x101 0x215 0x002 0x114 0x020
2nd 0x034 0x151 0x216 0x0D0 0x116 0x024
3rd 0x043 0x152 0x280 0x0D1 0x119 0x025
4th 0x050 0x154 0x2DE 0x0D2 0x120 0x0AA
5th 0x080 0x1D0 0x351 0x0D4 0x122 0x0B4
6th 0x0A0 0x1D1 0x355 0x140 0x124 0x127
7th 0x110 0x200 0x358 0x141 0x130 0x1C4
8th 0x120 0x208 0x35D 0x144 0x131 0x224
9th 0x153 0x210 0x615 0x148 0x13F 0x230
10th 0x164 0x212 0x5C5 0x149 0x180 0x245

attack using the random IDs of the range up to the 1st and 2nd priority of each
vehicle. In the vehicle A, if the entropy of the DoS attack using IDs up to the 1st
priority is greater than the entropy of the vehicle, the attacker can perform the
entropy-manipulation attack interrupting all messages of benign IDs. Therefore,
the attacker can perform the entropy-manipulation attack. Also, in vehicle HCR
Lab and C, the entropy of the vehicle is greater than the entropy of the DoS attack
using IDs up to the 1st priority. However, the entropy of the vehicle is not greater
than the entropy of the DoS attack using IDs up to the 2nd priority. In other
words, the attacker can carry out the entropy-manipulation attack interrupting
the messages of benign IDs except for the highest benign ID.

To sum up this section, we conclude that in 4 out of 6 vehicles the attacker
can perform DoS attacks using the higher priority IDs than the actual IDs, while
in the remaining 2 vehicles the attacker can execute DoS attacks using the higher
priority IDs than the part of actual IDs.

3.5.3 Sliding Window Poisoning Tactics

Here, we describe how an attacker poisons the sliding window without changing
the entropy. We envisage that the entropy increases in the boundary between
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Table 2: Comparison of average entropies of real-vehicle’s CAN data and Ran-
domized DoS attacks using available ranges.

Average Entropy

HCR Lab 3.05408
[0, 0x018] 2.99363
[0, 0x034] 3.46754

A 3.28269
[0, 0x101] 3.94616
[0, 0x151] 3.97857

B 2.09613
[0, 0x215] 4.01927
[0, 0x216] 4.01904

C 3.25292
[0, 0x002] 1.08202
[0, 0x0D0] 3.91271

D 3.41602
[0, 0x114] 3.95546
[0, 0x116] 3.95483

E 2.88480
[0, 0x020] 3.18932
[0, 0x024] 3.26292
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benign and DoS messages. For example, if the sliding window contains half of
the benign and half of the DoS messages, the randomness of IDs increases. As a
result, the entropy increases in the boundary between benign and DoS messages.
Therefore, we propose a tactic that an attacker can poison the sliding window
without changing the entropy.

First, we confirm whether the entropy increases in the boundary between
benign and DoS messages. Fig. 11 shows that the entropy and CAN ID range of
Randomized DoS during sliding window poisoning tactic with static range [0,
0d55]. From Fig. 11 (a), we can confirm that the entropy exceeds the benign
area around 30 of the number of injected messages. This exceedance is caused
by high random degree of CAN ID range of randomized DoS around 30 of the
number of injected messages. Thus, next, we try the sliding window poisoning
tactic with liner growth. As with Fig. 11, Fig. 12 show that the entropy and
CAN ID range of randomized DoS. From Fig. 12 (a), we confirm that the increase
of entropy is slightly mitigated. However, the entropy still exceeds the benign
area. Finally, as shown in Fig. 13, we grow the CAN ID range with non-linear.
Fig. 13 (a) shows that the entropy is not exceeded the benign area because the
CAN ID range of randomized DoS is carefully increased.

From this comparison of poisoning tactics, we conclude that the sliding win-
dow poisoning tactic with non-linear growth can poison the sliding window with-
out changing the entropy.

3.6 Evaluation

3.6.1 Entropy of Real-Vehicles

In this study, we evaluate the detection capabilities of entropy-based IDS against
entropy-manipulation attacks. We use a data set of the real CAN messages
provided in [55] and a data set of the five vehicles (A, B, C, D, E) which we
logged during driving and stopping. We evaluate the entropy-based IDS using
the DoS attack messages (1000 messages) added to the data sets without DoS
attack messages.

Table 3 shows the dataset description. We describe the average value Have

and the standard deviation Hdev of the entropy at the sliding window W = 60,
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(b) CAN ID range of randomized DoS during the sliding window poi-
soning tactic.

Figure 11: Sliding window poisoning tactic (static range [0, 0d55]).
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(b) CAN ID range of randomized DoS during the sliding window poi-
soning tactic.

Figure 12: Sliding window poisoning tactic (linear growth).
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(b) CAN ID range of randomized DoS during the sliding window poi-
soning tactic.

Figure 13: Sliding window poisoning tactic (non-linear growth).
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Table 3: Data set description.

Name Normal messages Have Hdev

HCR Lab 1000 3.05408 0.08345
A 1000 3.28269 0.06991
B 1000 2.09613 0.04416
C 1000 3.25292 0.07083
D 1000 3.41602 0.11795
E 1000 2.88480 0.12877

which was regarded as the optimal parameter in the entropy-based IDS [98]. The
entropies depend on the vehicle. Therefore, when these normal entropies and the
entropies of randomized DoS attacks are the same value, the detection accuracy
of the entropy-based IDS decreases.

We evaluate the proposed attack method with three metrics. The first is the
recall of entropy-based IDS under entropy-manipulation attacks. In this evalu-
ation, we confirm whether entropy-manipulation attacks can evade the entropy-
based IDS in 6 vehicles. The second is the precision of manipulation-aware
entropy-based IDS. We test the scenario that the entropy-based IDS learns entropy-
manipulation attacks as DoS attacks. The third is the evasive performance of
sliding window poisoning tactics of entropy-manipulation attacks. We validate
the three poisoning tactics using real CAN traffic.

3.6.2 Recall of Entropy-Based IDS under entropy-manipulation attacks

In this section, we evaluate the recall of entropy-based IDS during entropy-
manipulation attacks. In this evaluation, we validate the scenario that the
entropy-based IDS learns DoS attacks with 0x000 messages. In other words,
the entropy-based IDS cannot learn entropy-manipulation attacks in order that
we test the manipulation-unaware entropy-based IDS.

Fig. 14 shows that the recall of entropy-based IDS against entropy-manipulation
attacks in each vehicle. From Fig. 14, we confirm that there is attacks with the
recall of 0.0 % in each vehicle. This implies that entropy-manipulation attacks
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Figure 14: Recall of entropy-based IDS against entropy-manipulation attacks.

could completely evade the entropy-based IDS. We also evaluated the precision,
but most of the precision was 0.0 % because IDS rarely classifies as an attack
label. Therefore, we conclude that entropy-manipulation attacks can evade the
entropy-based IDS in all vehicles.

3.6.3 Precision of Manipulation-Aware Entropy-Based IDS

In this section, we validate the precision of manipulation-aware entropy-based
IDS. In other words, the entropy-based IDS can learn entropy-manipulation at-
tacks in off-line learning phase. Fig. 15 shows that the precision of manipulation-
aware entropy-based IDS against entropy-manipulation attacks. We confirm that
the entropy-based IDS has a range in which the precision decreases. We show
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Figure 15: Precision of manipulation-aware entropy-based IDS against entropy-
manipulation attacks.
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Figure 16: Entropy of entropy-manipulation attack under different CAN ID range
[0, 0]-[0, 0d100].

the entropy in the entropy-manipulation attack under different CAN ID ranges
in Fig. 16, which shows a correspondence between the entropy and the CAN
ID range of entropy-manipulation attacks. Fig. 16 plots the 100 entropies of
entropy-manipulation attacks in each range with the boxplots. Furthermore, we
depict the 6 lines which express the average entropies of each vehicle in Fig. 16.
Focusing on the vehicle D in Fig. 15, the precision of the entropy-based IDS
has decreased in the range [0, 0d59]. Next, when focusing on the x-axis [0,
0d59] in Fig. 16, the average entropy of vehicle D is within the entropy of the
entropy-manipulation attack in the range [0, 0d59]. Because the entropy of the
entropy-manipulation attack and the average benign entropy are the same value,
the entropy-based IDS cannot detect the entropy-manipulation attack with high
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Table 4: Evasive performance during the each poisoning tactic.

TPR[%] FPR[%] FNR[%] TNR[%] Precision[%] Recall[%]

static 66.7 53.3 33.3 46.7 55.6 66.7
linear 26.7 33.3 73.3 66.7 44.4 26.7

non-linear 0.0 0.0 100.0 100.0 - 0.0

precision. The same applies to other vehicles. Hence, we confirmed that the
precision decreases when the average entropy used in detecting DoS attacks is
within the range of the entropy of the entropy-manipulation attack.

3.6.4 Evasive Performance during Sliding Window Poisoning Tactics

As described in Sec. 3.5.3, we propose the three poisoning tactics. In this section,
we evaluate these poisoning tactics. Table 4 shows the evasive performance during
the each poisoning tactic.

As shown by Table 4, the poisoning tactic with randomized DoS of static range
can be detected by IDS with a precision of 55.6 %. As with the static range, the
poisoning tactic with linear growth range can be detected with a precision of
44.4 %. However, the poisoning tactic with non-linear growth range can evade
the IDS because of a precision of 0.0 %. Therefore, we conclude that the sliding
window poisoning tactic with non-linear growth can poison the sliding window
without changing the entropy.

3.7 Discussion

3.7.1 Feasibility of Evasion Attack on Entropy-Based IDS

To realize entropy-manipulation attacks, some higher priority IDs than actual
IDs are required. In Sec. 3.5.2, we surveyed whether there are high priority IDs
enough to manipulate the entropy. As the result, we have confirmed that there
are higher priority IDs than actual IDs in the six-vehicles.

Besides, we proposed sliding window poisoning tactics in order to inject the
DoS messages to benign windows. The proposed poisoning tactics can inject the
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DoS messages to the sliding window without changing the entropy.
From the existence of higher priority IDs than actual IDs and the effectiveness

of sliding window poisoning tactics, we conclude that an attacker can perform
entropy-manipulation attacks in real-vehicle’s environments.

3.7.2 Detection of entropy-manipulation attacks

The proposed evasion attack can be detected by monitoring the time-intervals of
each CAN ID, however a remote attacker can mimic the time-interval of CAN ID
as with the entropy. Moreover, the time-interval based IDS has a problem that
the IDS cannot apply to aperiodic messages. In order to overcome this problem
of time-interval based IDS, the entropy-based IDS also has been proposed. Thus,
even if the time-interval based IDS can detect entropy-manipulation attacks, the
problem of aperiodic messages reoccurs.

On the other hand, a sender identification method based on ECU-specific
characteristics such as voltages (VIDS) has been proposed [44, 46, 84]. The
VIDS can detect entropy-manipulation attacks because the attacks cause a lot of
messages of the same sender. However, in case that the highest ID is assigned
to a compromised ECU, a DoS attack that interrupts the transmission of other
messages is feasible. This attack cannot be detected by VIDS because a legitimate
ECU performs a DoS attack with a legitimate ID.

To detect entropy-manipulation attacks and other DoS attacks, it is possible to
implement an IDS based on similarity rather than the entropy of sliding windows.
Since the similarity-based IDS is extended to inheriting the characteristics of the
applicability to different baud rate and aperiodic messages of the entropy-based
IDS, the problem of time-interval based IDS cannot occur. Therefore, we will
propose the similarity-based IDS in Chap. 4.

3.8 Conclusion

To develop the security mechanism for automotive networks, entropy-based IDS
has been proposed. This IDS can fastly detect DoS attacks and can be imple-
mented at a low cost. However, we found a vulnerability against the entropy-
based IDS, which is called entropy-manipulation attack. The proposed attack
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can completely evade the manipulation-unaware entropy-based IDS. In addi-
tion, even in the case that the IDS is aware of the manipulation, the entropy-
based IDS only can detect the proposed attack with a precision of 54.62%.
We also released the demonstration of entropy-manipulation attacks at https:
//youtu.be/pbRVXO4RnlM.
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4. Sliding Window Optimized Similarity Analy-
sis Method against entropy-manipulation at-
tack

4.1 Introduction

In Chap. 3, we discovered the entropy-manipulation attacks which can evade the
entropy-based IDS to mimic the entropy with higher IDs than actual IDs. To
solve this problem, we aim to detect the entropy-manipulation attack and the
other DoS attacks with the proposed method. The entropy-based IDS focuses
only on degree of disorder of CAN IDs in a sliding window, but the IDS does
not focus on the individual values of CAN IDs in a sliding window. In other
words, even though the CAN IDs in a sliding window are completely different
and have the same degree of disorder, the entropy is the same value. Therefore,
the entropy-manipulation attack can bypass the entropy-based IDS. Hence, in
the proposed method, in order to detect anomalies based on degree of disorder
of CAN IDs and the individual values of CAN IDs in a sliding window, we use
similarity of two sliding windows. One of the two sliding windows is composed
of CAN IDs (WIDs; Window IDs) which are actually received, and the other is
composed of normal CAN IDs (CIDs; Criterion IDs) which serves as a criterion
to calculate the similarity. Our proposed method calculates the similarity in
WIDs and CIDs using the Simpson coefficient, which expresses the similarity
between the sets. Also, CIDs is generated as optimized parameter using the
Simulated Annearing (SA) algorithm in the proposed method. In addition, in
order to optimize the anomaly detection precision and execution time, we use the
SA algorithm, which obtains a good local solution using the above algorithm of
entropy-based IDS.

The main contributions of this study can be summarized as follows.

1. The proposed method (similarity-based IDS) achieved a detection preci-
sion of 100.0% against the above type of DoS attacks, while the detection
precision is 68.3% in the conventional method.

2. We showed that the execution time is up to 93% (14µs) shorter than the
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Figure 17: An example of WIDs and CIDs.

conventional method.

4.2 Similarity-Based IDS against Various DoS Attacks

As aforementioned in Sec. 4.1, in order to detect anomalies based on the degree
of randomness of CAN IDs and the individual values of CAN IDs in a sliding
window, we propose an IDS based on the similarity of the sliding windows rather
than the entropy of the sliding windows. Our similarity-based IDS calculates the
similarity in WIDs and CIDs using the Simpson coefficient, which expresses
the similarity between the sets. Fig. 17 shows an example of WIDs and CIDs.
As shown in Fig. 17, our similarity-based IDS detects DoS attacks based on
the similarity between WIDs and CIDs. In addition, in order to optimize the
anomaly detection precision and detection time, we use the SA algorithm. The
SA algorithm is used to obtain a good local solution, so that the entropy-based
IDS [98] indicated the effectiveness of the SA algorithm.

Detection time is an important evaluation metric because fast detection can
conduct intrusion preventions (e.g. ID-Hopping Mechanism [39, 99, 41], Reactive
Defense Mechanism [34], Firewall [38, 56], Client-Side Enforcement [77]) rapidly.
Therefore, we consider decreasing the detection time.

42



4.2.1 Definition of Similarity

Our similarity-based IDS calculates the similarity in WIDs and CIDs using the
Simpson coefficient (often called the Overlap coefficient), which expresses the
similarity between the sets. If the two sets have an intersection, the Simpson
coefficient of the two sets is higher than the Jaccard coefficient and the Dice
coefficient. Also, since some non-cyclic messages are sent in CAN, similarity
decreases even in normal messages. Therefore, if a part of the two sets is not
shared such as non-cyclic messages, the Simpson coefficient that the decreasing
of similarity is most low is the most suitable similarity in CAN.

The definition of similarity in CAN is as follows. Equation (4) is used to
calculate the similarity between CIDs and WIDs in CAN, where CIDs are a
set of bases to calculate the similarity, and WIDs are a set of CAN IDs in a
sliding window, W , of a fixed number of messages.

overlap(CIDs, WIDs) = |CIDs ∩WIDs|
min(|CIDs|, |WIDs|)

(4)

If we use normal CAN messages to calculate the similarity, CIDs and WIDs

probably possess several elements of the same CAN ID. Due to this fact, CIDs

and WIDs are multisets. Moreover, Equation (4) can be transformed into Equa-
tion specified in (5) because |CIDs| and |WIDs| are always same as |W |.

overlap(CIDs, WIDs) = |CIDs ∩WIDs|
|W |

(5)

We use Equation (5) to calculate the similarity in the proposed similarity-
based IDS. Also, note that |W | is a constant value in the On-line detection phase,
if the denominator of Equation (5) is incremented whenever a CAN message is
received, the Overlap coefficient can be calculated in O(1). It is a smaller value
than O(log(|N |)) of the entropy calculation of the entropy-based IDS, where N

is the number of unique CAN ID included in a sliding window.
Next, we measure similarity under different sliding windows as a preliminary

experiment, in which we used preliminary CAN messages that are composed of
1000 messages of both normal and DoS attacks. These preliminary CAN messages
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of the first half are normal ones, and the rest is the DoS attack messages of CAN
ID 0x000. We use CAN IDs optimized by the Off-line learning phase as CIDs to
calculate similarity. From the experiments, the Off-line learning phase optimally
selects a sliding window size in the range of [0d5, 0d50].

4.2.2 Framework of Similarity-Based IDS

The similarity-based IDS has two phases, an Off-line learning phase and an On-
line detection phase (Fig. 18).
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In the first phase, the SA algorithm is used to collect optimal parameters; in
the later phase, we detect anomalies by using the optimal parameters collected
in the first phase.

1. Off-line learning phase
The Off-line learning phase mainly includes the following steps.

• Step 1: Extract the CAN IDs from learning traffic.

• Step 2: Calculate the similarity between WIDs and CIDs. WIDs

are a set of CAN IDs of a certain window. CIDs are a set of normal
CAN IDs defined for intrusion detection. Also, CIDs serves as a
criterion to calculate the similarity.

• Step 3: Judge whether the similarity (details are shown in Section
4.2.1) calculated in Step 2 falls within the normal range randomly
generated by the SA algorithm.

• Step 4: Select the new deviation of the normal range and the sliding
window for the next loop.

• Step 5: Try all the CIDs in the CAN messages for learning after
that determine the CIDs to calculate the best score. Steps 1-4 are
designed based on the SA algorithm. Step 5 is designed to try all the
CIDs through steps 1-4 for high accuracy.

2. On-line detection phase
The On-line detection phase mainly includes the following steps.

• Step 1: Read a CAN message on-line and collect messages until the
number of messages is the same as the size of the sliding window.

• Step 2: Calculate the similarity between WIDs and CIDs.

• Step 3: Judge whether the similarity calculated in Step 2 falls within
the normal range generated in the Off-line learning phase.

4.2.3 On-Line Detection Phase

The proposed algorithm used for the On-line detection phase is depicted in Al-
gorithm 1. In the algorithm, I is a set of CAN IDs from one sliding window
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Algorithm 1 Similarity-Based Intrusion Detection Algorithm (On-line detection
phase)
Input: I ⇐ {message1, message2, ..., messageW}, k, σs, W, CIDs

1: us ⇐ 0.8
2: while True do
3: WIDs⇐ extract_CANID(I)
4: Calculate similarity S according to overlap(WIDs, CIDs) based on Equa-

tion (5)
5: if S not in normal range [us − kσs, us + kσs] then
6: Detect DoS attacks
7: end if
8: end while

W . The remaining parameters are optimized in the Off-line learning phase. Dur-
ing the On-line intrusion detection phase, the in-vehicle network is monitored in
real-time in units per sliding window, W .

The details of the On-line detection phase are as follows:

1. In line 1, we define the average of similarity us = 0.8. This average has
been measured by the result of the average similarity of six car models.

2. In lines 2-4, we calculate the similarity value in sliding window W .

3. In lines 5-7, we judge whether the similarity value is within the normal
range.

As described in Section 4.2.1, the time complexity in calculating similarity is
O(1). Thus, the time complexity of Algorithm 1 is O(|W |).

4.2.4 Off-Line Detection Phase

As a parameter for evaluating our similarity-based IDS, we used precision TP/(TP+FP)
(True Positive: TP, False Positive: FP). We selected this precision because it gives
the main indicators in the IDS. The detection rate of attack messages RA (TP
rate) is calculated according to equation (6).
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RA(%) = DA

TA

× 100 (6)

where TA is the total number of DoS attack blocks, DA is the detected number
of DoS attack blocks. Moreover, the detection error rate of attacks RN (FP rate)
is calculated according to equation (7).

RN(%) = DN

TN

× 100 (7)

where TN is the total number of normal message blocks, DN is the number of
normal message blocks detected incorrectly as attacks by the IDS. Also, if the
number of normal messages is greater than the number of DoS messages, the
block is labeled as normal.

The proposed algorithm used for the Off-line learning phase is depicted in
Algorithm 2 and 3.

Algorithm 2 is the algorithm added to calculate precision to Algorithm 1 for
the Off-line learning phase. The Test_Data of input parameters in Algorithm 2
represents the CAN message chronologically sequenced, including the DoS attack
blocks. We employ the SA algorithm to optimize parameters in the Algorithm 3.
The energy function used in the SA algorithm is as follows.

E() = C1 ×RA(%)− C2 ×RN(%)− C3 ×W (8)

where E() represents the efficiency of the TP rate, the FP rate, and the detection
time. E() is based on Equations (6), (7), and sliding window W . Three weighted
parameters C1, C2, C3 are used to adjust the weights to the characteristics of IDS.
To get high precision and fast detection time, we set C1 = 1.0, C2 = 0.5, C3 = 2.0,
which are the same values as in the entropy-based IDS [98] and the sliding window
W is in the range of [5, 0d50].

The Learning_Data_with_DoS_attack of input parameters in Algorithm 3
represents the CAN messages of time sequence, including the DoS attack blocks.
The I is a set of one sliding window W . Algorithm 3 optimizes σs, W , and
CIDs to achieve high precision and fast detection. (σs, W )_set is randomly
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Algorithm 2 Modified Similarity-Based Intrusion Detection Algorithm for Off-
line Learning Phase
Input: Test_Data, I ⇐ {message1, message2, ..., messageW}, k, σs, W, CIDs

Output: Precision RA

RA+RN

1: us ⇐ 0.8
2: while I in Test_Data do
3: WIDs⇐ extract_CANID(I)
4: Calculate similarity S according to overlap(WIDs, CIDs) based on Equa-

tion (5)
5: if S not in normal range [us − kσs, us + kσs] then
6: if The window include number of malicious messages greater than num-

ber of normal messages then
7: DA+ = 1
8: else
9: DN+ = 1

10: end if
11: end if
12: end while
13: Calculate TP rate RA and FP rate RN , based on Equation (6) and and

Equation (7)
14: return Precision RA

RA+RN
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Algorithm 3 Sliding Windows Optimization Algorithm (Off-line learning phase)
Input: Learning_Data_with_DoS_attack,

I ⇐ {message1, message2, ..., messageW}
Output: (σs, W )_setmax, CIDsmax

1: function neighbor(σs, W )
2: return random(σ − 0.5, σ + 0.5), random(W − 10, W + 10)
3: end function
4: function probability(e1, e2, T )
5: return exp (−( e2−e1

T
))

6: end function
7: while I in Learning_Data_with_DoS_attack do
8: CIDs⇐ extract_CANID(I), k ⇐ 0.8, T ← 10000, cool← 0.99
9: σs_best⇐ σe0, W_best⇐ W0, ebest ⇐ E((σs, W )_set0, CIDs)

10: while T > 0.0001 and ebest > e do
11: (σs, W )_setnext ⇐ neighbor((σs, W )_set)
12: enext ⇐ E((σs, W )_setnext, CIDs) Calculated by Algorithm_2

(Learning_Data_with_DoS_attack, k, (σs, W )_setnext, CIDs)
13: p = probability(e, enext, T )
14: if random() < p then
15: (σs, W )_set⇐ (σs, W )_setnext; e⇐ enext

16: if e > ebest then
17: (σs, W )_setbest ⇐ (σs, W )_set; ebest ⇐ e

18: end if
19: end if
20: T ⇐ T × cool

21: end while
22: precisionbest ⇐ Algorithm_2

(Learning_Data_with_DoS_attack, k, (σs, W )_setbest, CIDs)
23: if precisionmax < precisionbest then
24: precisionmax ⇐ precisionbest, (σs, W )_setmax ⇐ (σs, W )_setbest,
25: CIDsmax ⇐ CIDs

26: end if
27: end while
28: return (σs, W )_setmax, CIDsmax
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generated, where σs is the deviation, k is the sensitivity deviation, and us is the
average similarity value. The sensitivity deviation k is 0.8 the same as the average
similarity value. The purpose of Algorithm 3 is to obtain the parameter settings
that can effectively maximize E(). The details of the Off-line learning phase are
as follows:

1. In lines 1-6, functions neighbor() and probability() are defined and later
used in lines 17 and 19 respectively.

2. In lines 8-27, we execute the SA algorithm to optimize σs, W .

3. In lines 28-33, we calculate precisionbest using (σs, W )_setbest, and then
compare precisionbest with precisionmax, thereby getting the parameters
(σs, W )_setbest with the highest precision among all CIDs.

Since the time complexity of Algorithm 1 isO(|W |), the time complexity of Al-
gorithm 3 is O(|S|×|T |×|W |), where |T | is the temperature in the SA algorithm,
|S| is the number of normal blocks in Learning_Data_with_DoS_attack.

4.3 Evaluation

4.3.1 Precision against Various DoS Attacks

In this section, we evaluate the precision of the similarity-based IDS against each
of the DoS attacks. In actual automobiles, the FP rate in the IDS should be low.
In other words, the similarity-based IDS is expected to have a high TP rate and
a low FP rate. Therefore, we selected a TP rate, an FP rate, and the precision
(TP/(TP+FP)) as the evaluation indicators of the similarity-based IDS. Table 5
shows the evaluation indicators of the entropy-based IDS and the similarity-based
IDS against Traditional, Randomized, and Targeted DoS attacks.
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Also, we evaluate the entropy-based IDS and the similarity-based IDS using
only the HCR Lab data set3. Table 5 only shows the precision against the Ran-
domized DoS attack with the range of [0, 0d31] in both methods, because this
range is suitable as the example of entropy-manipulation attacks.

Table 5 shows that the entropy-based IDS can detect DoS attacks in which an
adversary uses a single CAN ID at the high TP rate and high precision. However,
the precision of the entropy-based IDS against Randomized DoS attacks is 68.3%.
Also, the average and standard deviation of entropies of Randomized DoS attacks
are Have = 3.08535, Hdev = 0.07863, and these are almost the same as the average
and standard deviation of the HCR Lab’s data set in Table 3. Hence, we confirm
that the entropy-based IDS cannot correctly classify a Randomized DoS attack.

On the other hand, Table 5 shows that the similarity-based IDS can detect
all DoS attacks with a high TP rate and precision. Therefore, it is confirmed
that the similarity-based IDS has superior precision against Randomized DoS
attacks, as compared with the entropy-based IDS, and has the same precision as
other methods for the other types of DoS attacks. Also, this evaluation made it
clear that the similarity-based IDS with the below parameters can detect all DoS
attacks in the HCR Lab’s data set.

W =25,

σs =0.52499,

CIDs ={0x80,0x80,0x81,0x81,0x153,0x164,0x165,

0x165,0x18f,0x18f,0x220,0x260,0x2a0,0x2b0,

0x316,0x316,0x329,0x370,0x382,0x43f,0x440,

0x4b0,0x4b1,0x545,0x5a2}

4.3.2 Precision against Various CAN ID Ranges of Randomized DoS
Attack

In this section, we compare the similarity-based IDS with the entropy-based IDS
when these IDSs are used under an entropy-manipulation attack. We also com-
pare the two, in Fig. 19, for their precision against entropy-manipulation attacks.

3We must hide specific CAN IDs of real vehicle data except the data set of HCR Lab because
they are not in public from the companies.
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Table 6: The experimental environment.

CPU Broadcom BCM 2837
1.2GHz 64bit quad-core armv7l

RAM 1GB
OS Debian 8.0

CAN Interface PiCAN 2

Fig. 19 shows the precision against entropy-manipulation attacks of various
ranges, while Table 5 shows the precision against only the entropy-manipulation
attack with the range of [0, 0d31] in both methods. We confirm that the
entropy-based IDS has a range in which the precision decreases, whereas the
similarity-based IDS can detect all ranges.

4.3.3 Detection Time

In this section, we compare the detection time of the similarity-based IDS and
of the entropy-based IDS in the On-line detection phase. Also, since the Off-line
learning phase has nothing to do with real-time detection, we evaluate only the
On-line detection phase.

First, we describe the experimental environment (see Table 6). We assumed
Raspberry Pi, a low-spec evaluation board, to implement our similarity-based IDS
on resource-restricted on-board computers. We also implemented the entropy-
based IDS [98] for the comparison between entropy- and similarity-based IDS.
Thus, the conventional one was conducted in the same environments of similarity-
based IDS for this evaluation.

Next, we define the evaluation time in Fig. 20. The evaluation time T1 shows
the time after the start of the DoS attack until the anomaly is detected. In
other words, T1 is the time that increases in proportion to the sliding windows.
The evaluation time T2 shows the time from receiving W messages as a sliding
window until the time of detecting the anomaly. In other words, T2 is an indicator
to compare the calculation times of the entropy and the similarity.

We show the actual requirement in the detection time of similarity-based IDS.
In some cars, it is impossible to send messages more often than 10 ms apart due
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Figure 19: Comparison of precision against entropy-manipulation attack.
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Figure 20: Definition and requirements for detection time in CAN.

to the load requirements placed by vehicle manufacturers [16]. Therefore, if we
can prevent the DoS attacks until 10 ms after starting attacks, the messages can
be sent with the correct intervals. Hence, we define a requirement as which the
T1 must be shorter than 10 ms in the similarity-based IDS.

Fig. 21 shows the box-and-whisker diagrams as the results of T1 and T2

measured 1000 times each. Also, the median of T1 is 6.054 ms in the similarity-
based IDS. In the figure, the detection times T1 of the similarity-based IDS are
lower by one order to the detection times of the entropy-based IDS. As shown in
Fig. 21 (a), the T1 ranges of the similarity-based IDS and of the entropy-based
IDS are 6.052-6.055 ms and 15.142-15.157 ms, respectively. This result is caused
by the difference that is an optimized sliding window W = 25 in the similarity-
based IDS, whereas an optimized sliding window W = 60 in the entropy-based
IDS.

As shown in Fig. 21 (b), the T2 ranges of the similarity-based IDS and of the
entropy-based IDS are 13-15 µs and 1 µs, respectively. The median of T2 is 14
µs in the entropy-based IDS. We confirmed that the similarity-based IDS could
detect an attack up to 93.33% (14 µs) faster than the entropy-based IDS.
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4.4 Discussion

In Section 4.3, the similarity-based IDS can detect all DoS attacks in 100.0%
precision and with a faster time than the conventional entropy-based IDS by up
to 93.33% (14 µs). We discuss these results in this section.

4.4.1 Precision

We found this DoS attack called the entropy-manipulation attack, which by-
passes the conventional entropy-based IDS by adjusting the entropy of messages.
The proposed similarity-based IDS can detect the entropy-manipulation attack
because it can distinguish between the CAN IDs of the entropy-manipulation
attack and the normal CAN IDs. As an experimental result, the similarity-based
IDS achieved a detection precision of 100.0% against the entropy-manipulation
attacks, while the detection precision is 68.3% in the entropy-based IDS. Since
an adversary use CAN IDs with higher priority than normal messages in the
entropy-manipulation attacks, the similarity decreases between normal messages
and the DoS attack. Therefore, as shown in Fig. 19 (b), the similarity-based IDS
can detect entropy-manipulation attacks with 100.0% precision.

However, the similarity-based IDS probably not be able to detect a Replay
DoS attack which is a combination of replay attacks and DoS attacks, because an
adversary can inject the same CAN IDs with normal CAN messages. Since the
entropy-based IDS is effective against a Replay attack, a hybrid implementation
of the similarity-based IDS and the entropy-based IDS would be effective against
Replay DoS attacks.

4.4.2 Detection Time

Due to load requirements placed by the vehicle manufacturers [16], we defined the
requirement as which the T1 must be shorter than 10 ms in the similarity-based
IDS. As the result of Section 4.3.3, the T1 ranges of the similarity-based IDS
and of the entropy-based IDS are 6.052-6.055 ms and 15.142-15.157 ms, respec-
tively. The T1 of the similarity-based IDS meets the 10 ms of the requirement,
whereas the entropy-based IDS’s T1 does not meet the requirement. Thus, we
confirmed that the similarity-based IDS is superior to the entropy-based IDS in
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actual requirements.
As shown in Fig. 21 (b), the T2 ranges of the similarity-based IDS and of

the entropy-based IDS are 13-15 µs and 1 µs, respectively. Note that the time
complexity of the entropy-based IDS is O(|W |× log(|N |)), and the computational
complexity of the similarity-based IDS is O(|W |) in the On-line detection phase.
Hence, we showed that the detection time is up to 93% (14 µs) shorter than with
the entropy-based IDS in Section 4.3.3.

Incidentally, in ID-Hopping Mechanism [39, 99, 96] which avoids Targeted
DoS attacks, the average overhead required for AES encryption to generate a
one-time ID and for newly setting the CAN ID register are 20.23 µs and 0.2 µs
respectively. Therefore, the impact of achieving rapid IDS 14 µs faster than the
entropy-based IDS is worth to cancel the overhead for utilizing the conventional
IDS and the ID-Hopping Mechanism together.

4.4.3 Comparisons

Some IDSs proposed so far has a good advantage in term of effectiveness to DoS
attacks and the small computational overhead. In the following, these IDSs and
the similarity-based IDS are compared. Table 7 shows a comparison of the related
works.
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Incidentally, to compare the similarity-based IDS and various methods, we
newly define one of the IDS called Rule-based IDS which detects an attacker
based on a white-list or black-list of CAN ID.

First, we compare each IDSs based on three types of DoS attacks. Rule-
based IDS can detect Traditional and Randomized DoS attacks using a white-
list or black-list because Traditional DoS attacks consisted of messages of CAN
ID 0x000. However, Targeted DoS attacks are bypassed because rule-based IDS
judges attack with the white-list. Time-interval based IDS can detect Traditional
DoS attacks because time-interval based IDS detects anomaly interval of messages
of CAN ID 0x000. When Randomized DoS attacks have messages of same CAN
IDs assigned to the CAN, the time-interval of the CAN IDs is shorter than the
regular time-interval. Hence, the time-intervals IDS detects Randomized DoS
attacks. However, the time-interval IDS cannot detect Targeted DoS attacks
using a non-cyclic CAN ID. The time-interval IDS monitors the CAN IDs which
ECUs send periodically. In other words, the time-interval IDS does not monitor
non-cyclic CAN IDs. As we confirmed in Section 4.3, the entropy-based IDS
can detect Traditional and Targeted DoS attacks. However, the entropy-based
IDS has a problem that the FP rate is high against Randomized DoS attacks.
While our similarity-based IDS using the similarity of sliding windows has a high
precision against both Randomized DoS attacks and the other DoS attacks. As we
mentioned in Section 3.3.2, the entropy-based IDS bypasses entropy-manipulation
attacks which is a kind of Randomized DoS attack, whereas the similarity-based
IDS can detect all DoS attacks. From the comparison above, we confirmed that
the similarity-based IDS could only detect DoS attacks of all types.

Secondly, we describe the applicability in different bandwidth of CAN. The
rule-based IDS can be used in different bandwidth of CAN because this IDS does
not use intervals of messages to detect attacks. Similar to the rule-based IDS,
the entropy-based IDS and the similarity-based IDS are applicable because the
entropy and the similarity are calculated based on CAN IDs of a fixed num-
ber of messages. On the other hand, since the time-interval of messages varies
in each bandwidth, time-interval IDS cannot be used in different bandwidth of
CAN. Thus, we confirmed that the rule-, entropy-, and similarity-based IDSs
have advantages in terms of different bandwidth.
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Thirdly, we mention whether each IDSs optimize a threshold to judge DoS
attacks. Also, the rule-based IDS detects the attacks based on a white-list or
black-list of CAN ID, so that this IDS does not have a threshold to judge at-
tacks. The time-interval IDS has a threshold to detect DoS attacks with high
accuracy. An expert must manually select this threshold before the IDS is im-
plemented on the actual CAN bus. In addition, the threshold is experimental
rather than theoretical; it is possible that there is an optimized threshold to de-
tect DoS attacks. Both the entropy- and the similarity-based IDSs automatically
optimize a threshold to judge attacks using SA. Therefore, there is an advantage
to determine a threshold in the rule-, entropy-, and similarity-based IDSs.

Finally, we discuss the time complexity. The rule-based IDS uses a white-
list or a black-list to detect intrusions so that the time complexity of this IDS
is O(1). The time-interval IDS calculates the time-interval when received some
messages. Since this IDS only needs calculating the time-interval and comparing
whether the time-interval is normal to detect attacks, the time complexity is
O(1). Next, the time complexity of the entropy-based IDS’s On-line detection
phase is O(|W | × log(N)). As mentioned in Section 4.2.3, the time complexity
of the similarity-based IDS is O(|W |). Thus, the rule-based IDS and Time-
interval IDS have advantages in terms of the time complexity. On the other
hand, we evaluated the actual detection time of the similarity-based IDS. As a
result, we confirmed that our method satisfies the requirement from the vehicle
manufacturers [16]. Therefore, we conclude that the similarity-based IDS can be
operated in the actual environment.

From these comparisons among related works, we confirm that the similarity-
based IDS can detect the DoS attacks of all types. In addition, it was confirmed
that the similarity-based IDS has advantages in terms of applicability in CAN of
different bandwidth, determining the threshold, and the detection time.

4.5 Conclusion

The growing number of vehicles connected to the internet causes a security risk of
cyberattacks such as DoS attacks on modern automobiles. It requires a security
solution that can prevent DoS attacks. To prevent all DoS attacks, firstly we
must consider a method to detect all DoS attacks. In this research, we proposed

62



an optimized DoS attack detection method based on the similarity of sliding
windows that is capable of detecting every type of DoS attack. In addition,
we have solved the entropy-based IDS’ problem of a higher FP rate occurring
when the entropy-manipulation attack is executed. Furthermore, our similarity-
based IDS has lower computational complexity than the entropy-based IDS. We
confirmed that the similarity-based IDS detected a DoS attack in 100% of the
cases in our experiment, and we showed that the detection time is up to 93.33%
(14 µs) shorter than with the entropy-based IDS. We release the source code [73]
hoping to promote research on countermeasures against DoS attacks.
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5. PLI-TDC: Physical-Layer Identification with
Time-to-Digital Converter for In-Vehicle Net-
works

5.1 Introduction

In Chap. 4, we proposed similarity-based IDS which can fastly detect DoS attacks
with lightweight computing resources. Also, we confirmed that similarity-based
IDS can detect undiscovered entropy-manipulation attacks and the other DoS
attacks with 100 % accuracy. However, similarity-based IDS cannot identify the
sender of DoS messages because it just detects DoS attacks. It is ideal that
IDS can identify the ECU attacking the bus in order to patch the compromised
ECU. Therefore, in this chapter, we study the sender identification based on the
physical-layer characteristic of the ECU.

An IDS based on physical-level characteristics such as delay-time which is
a gap time between ideal transition time and actual transition time has been
proposed, which is called Divider [79]. Divider identifies sender ECUs based on
delay-time measured by a Divider’s internal clock. Thus, if different ECU’s delay-
time have similar variations, this approach may not correctly classify legitimate
ECUs because the time-resolution of the internal clock is coarse. Therefore, we
should focus on enhancing the accuracy of sender identification. In addition,
Divider cannot adapt a drift of delay-time caused by the temperature drift. In
this research, we propose super fine delay-time based PLI with TDC. The TDC
in our method digitizes the delay-time per 154 ps. The proposed method realizes
temperature-robustness by learning the temperature as one of the features. Also,
our proposed method can identify the ECUs with higher accuracy than Divider
and at the same sampling count as Divider.

The main contributions of this study can be summarized as follows:

• We propose a PLI using TDC called PLI-TDC. Our method uses new char-
acteristics in the identification of ECUs in CAN. PLI-TDC does not use con-
tinuous characteristics such as voltage, but the delay-time to be observed
in each rising edge of the CAN message. Hence, PLI-TDC can identify
the ECUs with a lower number of sampling than the voltage-domain based
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method.

• PLI-TDC achieved mean accuracy of 99.67 % and 97.04 % on CAN bus
prototype and a real-vehicle network, respectively. Additionally, we showed
that this approach achieved a 100% true positive rate against two attacker
models.

• We designed PLI-TDC so that it can be robust against features’ drift caused
by temperature drift. From our experiment, PLI-TDC can achieve a mean
accuracy of over 99% even if the temperature is drifted.

• PLI-TDC solved the problems of detection based on multiple frames, num-
ber of probes, and robustness against feature drift.

5.2 Related Work

Some authentication mechanisms [37, 72, 33, 65, 42] can ensure the authenticity
of ECU sending CAN messages. However, these mechanisms required additional
hardware and revising some source codes to encrypt CAN messages. Besides,
since the authentication mechanisms must manage the key lifecycle based on
PKI, it increases the complexity of the automotive system.

PLI can be applied to CAN protocol without these drawbacks. PLI translates
some inconsistencies (e.g., hardware and manufacturing) caused by a minute and
unique variations to reliable features that can identify ECUs sending CAN mes-
sages [25, 27, 26]. Because we do not need to take revising source code and
key management into consideration, PLI only requires an additional node to run
acquiring fingerprints and classification algorithms.

The timeline of related PLI researches are summarized in the timeline of Fig.
22.

5.2.1 Voltage Domain Characteristics Based PLI

Murvay et al. proposed a method for sender identification based on physical
voltage features in CAN [67]. Moreover, Choi et al. improved Murvay’s method
in [11]. They embed a fixed bit string into the extended identifier field of the CAN
frame and sample the signal and identify ECUs by using 17 different features.
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2014

2021

Murvay et al. [67] propose a first VIDS (2GS/s, 2 features).

Choi et al. [11] improve the first VIDS with extending the features
(2.5GS/s, 17 features).

2016

Cho et al. [9] derive a first clock-skew based IDS called CIDS.

Cho et al. [10] propose a multiple-frame based lightweight VIDS called
Viden (50kS/s, 1 features).

2017

Choi et al. [12] improve the VIDS proposed in [9] against attacks using
various CAN frames (250MS/s, 21 features).

2018

Kneib et al. [44] propose Scission which gains the significant character-
istics (e.g. overshoot) of CAN signal (20MS/s, 18 features).

Foruhandeh and Man et al. [23] propose an one-frame based
lightweight VIDS called SIMPLE (1MS/s, 1 features).

2019

Zhou et al. [104] propose a bit-time based method called BTMonitor
(50MS/s, 8 features).

Kulandaivel et al. [50] introduce a network mapping technique called
CANvas, which uses the clock-skew to analyze the CAN bus.

Murvay et al. [68, 32] derive a propagation-delay based intrusion detec-
tion and ECU localization called TIDAL-CAN, CAN-SQUARE.

2020

Kneib et al. [46] develop an edge-based sender identification called
EASI (2MS/s, 12 features).

Ohira et al. [79] propose a delay-time based lightweight sender identifi-
cation called Divider (3 features).

Bhatia et al. [7] propose DUET attacks for breaking PLI defenses such
as Viden and Scission.

Ohira et al. (this dissertation and [78]) propose PLI-TDC which im-
prove the time-resolution of Divider (9 features).

Figure 22: Timeline of PLI researches.
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Hence, these methods cannot be implemented on the normal CAN because they
require the extended frame format in CAN.

Cho et al. proposed a system for identifying an attacker by using voltage
difference among ECUs called Viden [10]. They implemented the system on
MCU of a lower sampling rate (50 kS/s) than CAN bus bit rate. Therefore,
Viden requires two or three messages to output a voltage instance and updates
the profiles. Thus the receiver cannot help rejecting the first forged message.

Besides, since Viden relies on multiple messages to make detection and iden-
tification, Viden has vulnerability against the Hill-climbing-style attack [23], in
which an attacker sends gradually malicious messages without being either de-
tected or identified. To be robust against the Hill-climbing-style attack, IDS has
to detect the attacks using features acquired in one message [11, 44, 45, 23].

Scission [44] solved the problem in the sender identification method proposed
by Choi et al. [11] which the method could not get significant characteristics
such as the overshoot. Scission achieves 99.85 % of identification accuracy which
is higher than that of Viden and the method of Choi et al. However, since Scission
uses Fourier Transform to calculate the features of the frequency domain, the time
complexity of Scission is Ω(n log n) which is higher than the time complexity of
SIMPLE [23]. Because SIMPLE only uses means of voltage as a feature of ECUs,
the time complexity is Θ(n). Since these sender identification methods use a
result of sampling continuous function, the accuracy of identification depends
on the sampling rate. In general, as the sampling rate increases, the accuracy
of identification is improved. But the amount of data used for the identification
increase too. Hence, IDS which is limited in computing resources on the in-vehicle
system needs to be able to identify ECUs with few sampling. Therefore, we focus
on the sender identification method using other characteristics with few sampling.

5.2.2 Time Domain Characteristics Based PLI

Table 8 shows a comparison among time-domain PLIs.
Bit-time based PLI called BTMonitor [104] has been proposed. This method

achieved a mean accuracy of over 99% based on features extracted from CAN
messages ranging from 5 to 50. Similar to Viden, it cannot help in rejecting
the first forged message. In addition, a mean accuracy is 90.04% if BTMonitor
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Table 8: Comparison among time-domain based physical-layer identifications for
CAN.

BT
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[68
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79
]

PL
I-T

DC

Accuracy [%] 99.59 100.0 87.20 99.67
Bit Propagation Transition Transition

Source
-time -delay -time -time

One frame no yes yes yes
# of probe 1 2 1 1

Concept drift
robustness

yes no no yes

uses the features from one CAN message. Hence, a PLI should achieve a mean
accuracy of over 99 % with only one CAN message.

The PLI based on the propagation-delay of wire is caused by wire speed
have been proposed [94, 68]. These method require at least two probe points
for each CAN. The modern in-vehicle network often divided into multiple parts.
Therefore, 2n probe points are required for n CANs in this method. It ruins the
simplicity of CAN bus due to the requirement of increasing the probe points. In
terms of applicability to real-vehicles, the identification method should have one
probe point for each CAN. Further, this methods may not be robust against the
drift of features caused by temperature change, and so on.

Divider [79] has some advantages in terms of the number of frames used in the
detection and the number of probes compared to the other time-domain meth-
ods. Divider uses delay-time which is a gap from ideal transition-time to actual
transition-time in typical CAN transceiver. If there are some ECUs with similar
gaps, Divider cannot correctly classify the sender ECU. Also, Divider can distin-
guish the ECUs with a mean accuracy of 87.20 % in the case of time-resolution
20 ns. Therefore, Divider has a disadvantage in classification accuracy compared
to BTMonitor and TIDAL-CAN. It is required that time-resolution in Divider is
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Figure 23: Proposed physical-layer identification.

improved to overcome the problem of classification accuracy. In addition, similar
to TIDAL-CAN, Divider is not robust against the drift of features.

In the next section, we propose a fine time-resolution TDC based PLI which
has higher accuracy than Divider and overcomes the problems such as needing
multi frames and intolerance of temperature change. To solve these problems, we
improve Divider by data acquisition using fine time-resolution TDC and adding
temperature information as one feature.

5.3 Super Fine Delay-Time Based Physical-Layer Identifi-
cation

As with general PLI [93], PLI-TDC consists of three phases, data acquisition
with TDC, feature extraction and classification, as shown in Fig. 23. In the data
acquisition phase, the delay-time is acquired as a digital value using TDC. In the
feature extraction phase, the delay-time obtained from TDC is converted into
statistics such as average, variance, and so on. Finally, it classifies the source
ECU of the CAN message to judge whether the ECU is legitimate or malicious.
In the following sections, we describe each phase in order.

5.3.1 Data Acquisition with TDC

The data acquired by PLI-TDC is the delay-time in the rise- and fall- times of
the CAN signal, and its definition and observation method are described below.

Definition of delay-time
The delay-time used in PLI-TDC is the same as Divider’s delay-time [79]
which is the gap time between actual transition-time and ideal transition
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Figure 24: Delay model in CAN.

time of the signal in CAN transceiver. The Divider’s delay-time is caused by
the load capacitance of the transistor in CAN transceiver. And the factors
of load capacitance include three types of output capacitance at the gate of
the transistor, input capacitance of the gate and wiring capacitance. Here,
the cause of the delay-time and the equation for calculating the delay-time
are described.

A delay model in CAN is showed in Fig. 24. The time variables have the
following relation. From the definition, we obtain the following equation.

t3 − t2 = t4 − t1 (9)

Here, the time actually measured at the IDS is only t4, and t1, t2, t3 are un-
known. Therefore, we use an approximation. From [79], since t1 is regarded
as tbit which is ideal bit time, we obtain the following equation.

t3 − t2 ≈ t4 − tbit (10)

Also, tbit is 2000 ns in CAN (500 kbps). Hence, PLI-TDC acquire delay-
times by observing the t4 − tbit.

TDC based measurement of delay-time
The TDC is a time digitizer used for physics experiments and time-of-flight
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(ToF) technique [89]. An IC containing TDC is sold as a product for about
$23.80 [3]. However, the IC does not satisfy a requirement for PLI-TDC,
because it is necessary to directly control TDC to match the arbitration ID
and measured time in PLI-TDC. On the other hand, the methods of imple-
menting TDC at low cost using Field-Programmable Gate Array (FPGA)
have been studied [89, 97]. Also, an arbitration ID and delay-time can
be easily matched by implementing TDC in FPGA. Therefore, TDC on
FPGA is used to observe the delay-time in CAN with high time-resolution
in PLI-TDC.

First, we describe the composition of CMOS based TDC (CMOS TDC)
which is one of the typical TDC [4]. Fig. 25 (a) shows CMOS TDC circuit.
The CMOS TDC is implemented by D-type flip-flops and delay-cells causing
a little delay τ ps. Here, we explain the operation of CMOS TDC. We define
T is the measured time. Further, we suppose that there is a signal Rx (the
top of Fig. 25 (a)) whose logical value is 0 during the time T . This signal
Rx is inputted to the two inputs of CMOS TDC simultaneously. After
inputting, as shown in Fig. 25 (b), the input signal delayed by the delay-
cells by τ and propagates to the entire CMOS TDC. If the signal Rx rises,
the output of the D-type flip-flop to the output Q and D0D1D2D3 are
determined. Thus, the output of CMOS TDC D0D1D2D3 = (0, 0, 0, 1) is
obtained. Here, assuming the delay τ = 100 ps, the signal is propagated
from the output D0D1D2D3 = (0, 0, 0, 1) to the third delay cell. Therefore,
T = 3× 100 ps = 300 ps. Generally, TDC achieves high time-resolution by
the above operation.

Next, we describe the implementation method of FPGA based TDC. Song
et al. [89] implemented a delay-line using a multi-bit adder in FPGA. Fig.
25 (c) shows the implementation of delay-line using a multi-bit adder in
Tapped-Delay TDC. The boolean equation of each adder is as follows.

S = A⊕B ⊕ Ci (11)

Co = AB + (A + B)Ci (12)

where A and B are the input of the adder, and Ci (carry-in bit) is the input
carried from the previous adder, Co (carry-out bit) is the output carrying to
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the next adder, and S is the result of the addition. Therefore, the delay-line
propagate Co[0] = 1 when a signal Hit becomes Hit = 1. And then, The
output case S of each adder becomes 0.

We describe that the time-resolution performance of the implemented FPGA
based TDC. When a 20 ns pulse was input to the TDC, the signal was trans-
mitted to the 92 delay element. Similarly, when a 40 ns pulse was measured,
the signal was transmitted to 183 delay elements. From this results, a de-
lay with one delay-cell is 40−20

183−92ns = 219 ps. Then, we calculated the root
mean square error (RMSE) between the actual value and the true value
20 ns. And we measured the 20 ns pulse in 50000 times. As a result, it was
obtained that the RMSE was 154.011 ps. Therefore, the implemented TDC
has a time resolution of 154 ps.

The delay-time experimentally observed by TDC is shown in Fig. 26. Six
arbitration IDs are plotted from two ECUs. The arbitration IDs of ECU
a is plotted around 50 ns, and the arbitration IDs of ECU b is plotted
around 110 ns. Therefore, we confirm that sender identification is possible
regardless of the arbitration ID of the CAN message sent from the two
ECUs.

Measurement period
As we showed in Fig. 4, length of the data frame on CAN is variable and
it is set in the DLC field. Therefore, even if the length of the CAN frame
is the shortest (DLC=0), it is necessary to reliably be able to measure the
section transmitted by the target node. Then, considering CAN frame such
as DLC=0, 35 bits of signal of SOF (1 bit), the arbitration field (12 bits),
the control field (6 bits) and CRC filed (16 bits) are transmitted by the ACK
field. Here, if we include the CRC delimiter to the measurement period,
the rising edge of the ACK slot may be measured. We subtract 1 bit from
the 35 bits. Hence, we set the measurement period from SOF to time that
passing 34 bits time (68 µs). Since the length of 1 frame is not shorter than
the CAN frame in case of DLC=0, this allows us to reliably measure only
the signal of the target node. Also, during the measurement of delay-time,
the time capture is performed every rising edge of the Rx pin.
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We describe how to obtain delay-time, tdelay from the measured counter
value. As the unit of timer counter value is 0.154 ns, The elapsed time from
SOF, telapsed (ns) can be calculated as:

telapsed = (capture counter value− SOF counter value)× 0.154 (13)

The value of elapsed bits from the SOF at each rising edge can be calculated
as follows:

⌊telapsed + 500
2000

⌋ (14)

where, 500 is added in the numerator to round telapsed by 1000 ns, 2000 is
the value of tbit in ns. Also, 500 is offset to obtain the correct elapsed bits.
And the ideal value of elapsed bits can be obtained with floor function.

Therefore, the ideal elapsed time from SOF, tideal (ns) can be calculated as
follows:

tideal = ⌊telapsed + 500
2000

⌋ × 2000 (15)

tdelay (ns) we want to calculate is:

tdelay = telapsed − tideal = telapsed − ⌊
telapsed + 500

2000
⌋ × 2000 (16)

Here, we describe the detail of the relation between Equation (10) and (16).
Fig. 27 shows an example of the relation in the SOF bit of CAN message.
In Fig. 27, the actual signal is observed by IDS and the other ECUs with
an unavoidable delay, tdelay, which is a gap from 2000 ns of the ideal signal
timing.

We confirm that tdelay equals t4 − tbit. First, telapsed equals t4 because these
are times of the dominant signal observed by IDS and the other ECUs.
Next, we explain the relation between tbit and tideal. tbit is an ideal elapsed
bit time, and it is 2000 ns in SOF field of CAN message. In addition, tideal

indicates the ideal rise time estimated from telapsed. For example, in case
of telapsed = 2050 ns, tideal is 2000 ns according to Equation (15). In other
words, if tideal can be estimated correctly, then tbit equals tideal. Therefore,
t4 − tbit and tdelay are equal.
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Figure 27: Relation between Equation (10) and (16).

5.3.2 Feature Extraction

Similar to Scission [44], PLI-TDC selects efficient features from the statistics in
Table 9. In order to determine the efficient features, the features are ranked using
Relief-F [47], which is an algorithm that calculates the weight of the features.

Table 10 shows the result of Relief-F in data obtained from a CAN bus pro-
totype and a real-vehicle’s bus. In order to reduce the complexity of the model
and the time required to calculate the features, PLI-TDC uses only the features
which weight of Relief-F is 0.01 or more in both the CAN bus prototype and the
real-vehicle. As a result, eight statistics except energy and variance are selected.
In the following, the eight statistics are defined as features.

5.3.3 Classification

Sender identification results in a classification problem. In PLI-TDC, the mean
accuracy of various learning algorithms is evaluated. And an algorithm with the
highest mean accuracy is used in the classification phase of PLI-TDC.

Here, we describe a comparison of the various learning algorithm. We compare
typical learning algorithms composed of function values, distances, trees, and so
on. The comparison is summarized in Table 11. The abbreviations express Logis-
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Table 9: A list of statistical features considered in the selection. x is the delay-
time in one CAN message, N is the number of measured delay-time in one CAN
message.

Feature Description
Mean µ = 1

N

∑N
i=1 x(i)

Standard Deviation (Stdev) σ =
√

1
N

∑N
i=1(x(i)− µ)2

Variance σ2 = 1
N

∑N
i=1(x(i)− µ)2

Skewness skew = 1
N

∑N
i=1(

x(i)−µ
σ

)3

Kurtosis kurt = 1
N

∑N
i=1(

x(i)−µ
σ

)4

Root Mean Square (RMS) rms =
√

1
N

∑N
i=1 x(i)2

Max max =max(x(i))i=1...N

Min min =min(x(i))i=1...N

Energy en = 1
N

∑N
i=1 x(i)2

Table 10: Ranking of the features calculated by Relief-F [47].

Rank
CAN bus

Weight real-vehicle Weight
prototype

1 Mean 0.11025
Stdev

0.09311
(fine time)

2 Min 0.08773 Mean 0.05028
3 RMS 0.05644 RMS 0.04833
4 Max 0.04696 Min 0.04613
5 Kurtosis 0.03398 Kurtosis 0.04090

6
Stdev

0.02949 Skewness 0.03694
(fine time)

7 Skewness 0.02307 Max 0.02468
8 Stdev 0.01282 Stdev 0.01746
9 Energy 0.00878 Energy 0.01639
10 Variance 0.00104 Variance 0.00723
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Table 11: Comparison of machine learning algorithms for PLI-TDC

Classification Training Model Overall
Speed Speed Adjustment Complexity

LR ×
Naive Bayes

MLP × × × ×
KNN × ×

Decision Tree ×
Random Forest ×

SVM (RBF) × × ×

tic Regression (LR), Multi-Layer Perceptron (MLP), K-Nearest-Neighbor (KNN),
Support Vector Machine (SVM), Radial Basis Function (RBF), respectively. In
PLI-TDC, classification speed is essential to identify all messages. LR, Naive
Bayes, Decision Tree, and Random Forest meet this requirement. In addition,
in in-vehicle networks, some features’ drift may be caused by material wear and
temperature fluctuations. Therefore, the model should be tolerant of the drift.
LR and Naive Bayes may do, but Decision Tree and Random Forest may not.
On the other hand, Decision Tree and Random Forest have the advantage of fast
training speed in case that the number of trees is few. Therefore, the Decision
Tree and Random Forest can adapt the drift by deploying the new model per
fixed times. Therefore, PLI-TDC uses an algorithm with the highest accuracy
among these four faster algorithms.

5.3.4 Enhancing the Concept Drift Robustness

In some voltage-based sender identification methods [10, 9, 23, 104], it has been
confirmed that the sender’s features such as voltage are changed by the drift
of temperature. Therefore, we must investigate whether or not the change of
delay-time is caused by drift of temperature. We conducted an experimental in-
vestigation to determine whether the delay-time has a drift of temperature in Sec.
5.4.4. As a result, some ECUs had a delay-time that increases monotonically and
some ECUs did not show a change in the delay-time. Therefore, PLI-TDC must
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be robust against the drift of temperature as in the voltage-based source identifi-
cation method. The approaches to avoid drift of temperature in the voltage-based
PLI is as follows.

1. Correction of features with liner regression [23]

2. Detection with multi models [104]

3. Tracking to features’ drift [10, 9]

The first method employs linear regression. It cannot be applied to PLI-TDC
because the delay-time does not increase linearly with the drift of temperature
as described in Sec. 5.4.4. The second method uses multiple models. It makes
the memory usage in a resource-limited system increase compared to one model.
Thus, it is ideal to avoid the drift with one model. The third feature tracking
method which is used in CIDS [9] and Viden [10] is vulnerable to Hill-climbing-
style attack, because they use several CAN message lastly received for learning
[23]. Therefore, in the PLI-TDC, the temperature is added as one of the features.

5.3.5 Implementation

In this section, we describe the implementation of PLI-TDC. As mentioned in Sec.
5.3.1, PLI-TDC measures the 34 bits to observe delay-time no matter what length
of the data field is received. We show the block diagrams of the implementation
of PLI-TDC in Fig. 28 (a). The MCP2551 is a CAN transceiver as the interface
between a CAN controller and the physical bus. We also selected an FPGA as
a measurement device, because a measurement with software cannot process all
messages without missing ones due to the limitation of the ability of microcom-
puter. We show the prototype of PLI-TDC in Fig. 28 (b). We developed the
prototype of the proposed method using FPGA and microcomputer, selected the
DE0-CV Cyclone V Board (5CEBA4F23C7) as an FPGA and Raspberry Pi 3
Model B+ as a microcomputer.

Here, we describe the circuits of FPGA in PLI-TDC. The circuits are divided
into five operations as follows.
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(a) Implementation of PLI-TDC.

(b) Prototype of PLI-TDC.

Figure 28: Implementation and prototype of PLI-TDC.
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• Coarse Time Sampling Circuit
This circuit measures a period of CAN message in the measurement period
of 34 bits with counting per 20 ns.

• TDC Circuit
The TDC circuit measures the period with counting per 154 ps. The coarse
time sampling and TDC circuit send counting value to a FIFO queue per
Rx rising edge of CAN.

• Arbitration ID and DLC Identification Circuit
As its name suggests, we observe and store the arbitration ID and DLC
of every message. Similar to the coarse sampling circuit, the arbitration
ID and DLC sampling circuit sends arbitration ID to FIFO queue per Rx
rising edge too.

• FIFO Circuit
In this circuit, we stack the measured data of 34 bits constructed of an
arbitration ID of 11 bits, a DLC of 4 bits, and the counter value of coarse
/ fine time of 19 bits.

• SPI Slave Circuit
We implement the SPI slave module to send measurement data to the Rasp-
berry Pi.

The operation of the measurement is as follows.

1. Starting the capture of measurement time and arbitration ID, an occurrence
at the falling edge of SOF bit.

2. Send the measurement data (arbitration ID and measurement time like as
shown in Fig. 29) with every rising edge of Rx to a FIFO queue. We
calculate the delay-time with equation (16) and record the delay-time after
Raspberry Pi receives the measurement data from the FPGA.

3. After reading 34 bits from SOF, the measurement is ended.

4. When CAN frame is completely received, the coarse time sampling circuit,
TDC circuit, and arbitration ID and DLC identification circuit are waiting
SOF bit.
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Figure 29: An example of outputted measurement data from PLI-TDC.

Finally, we describe the receiving performance of PLI-TDC. Fig. 30 shows the
CAN message loss rate when the CAN bus occupancy of PLI-TDC is changed.
Fig. 30 also shows the loss rate when the queue length of the FIFO module
in PLI-TDC is 512, 2048, and 8192, respectively. As shown by 30, when the
queue length is 512 and 2048, we confirmed that the loss rate increases as the bus
occupancy rate increases. On the other hand, In the case that the queue length is
8192, the loss rate is 0 %. Therefore, we experimentally confirmed that PLI-TDC
can measure the delay-time without spilling the CAN message even when the bus
occupancy rate is 100 %.

5.4 Evaluation

In this section, we describe the evaluation of the results. First, we evaluate the
accuracy of the identification of ECUs. Second, we experiment on two attacker
models and evaluate the attacker detection performance of PLI-TDC. Third, we
confirm the robustness of PLI-TDC under different temperatures. Finally, we
measure the detection time of PLI-TDC from the feature extraction phase to the
classification phase.

82



0 20 40 60 80 100
Bus occupancy [%]

0

1

2

3

4

5

6

CA
N 

m
es

sa
ge

 lo
ss

 [%
]

FIFO=512
FIFO=2048
FIFO=8192
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Figure 31: Environments for evaluations.

5.4.1 Environments and Attacker Models

In this section, we describe the environments for evaluating PLI-TDC.
Fig. 31 (a) shows the prototype of the CAN bus topology we implemented

in our experiment. We prepare various ECUs to evaluate PLI-TDC. The various
ECUs we prepared are described here. As shown in Fig. 31 (a), ECUs 0, 1, 2,
and 3 are implemented by microcomputers and dedicated CAN boards. ECU4
is an actual ECU not connected other than CAN, ECUs 5 and 6 are an actual
combination meter of each different car model. We cannot control sending CAN
messages of ECUs 4, 5, and 6 but these ECUs automatically send some messages
periodically, so that PLI-TDC uses the messages to fingerprint ECU.

Fig. 31 (b) shows a part of CAN in real-vehicle which is used to evaluate PLI-
TDC. The real-vehicle has multiple CAN buses. One of these CAN buses has a
realistic environment in which each ECU has a yaw-rate sensor or an acceleration
sensor sends the information to the meter ECU. This CAN bus also has an OBD-
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Figure 32: Attacker models defined by Sec. 2.4.

II port. In the real-vehicle experiment, we have collected the datasets during
driving and stopping.

We define two types of attacker models (Fig. 32) as follows. The first model is
based on the hacking of Jeep Cherokee [62]. In actual hacking of Jeep Cherokee,
Miller and Valasek exploited a passive or unmonitored ECU’s update mechanism
to inject their code. Thus, we suppose the type of attacker called unmonitored
ECU. By the way, since an ECU has some connectivity interfaces such as Wi-Fi
or Bluetooth, some attackers may exploit the attack surfaces such as Wi-Fi or
Bluetooth [14]. Therefore, we suppose the attacker model called compromised
ECU which is an ECU exploited by the attacker through attack surfaces.

5.4.2 Idetification of ECUs

First, we evaluate the mean accuracy of the four algorithms described in Sec.
5.3.3. We show a result of the evaluation of each algorithm in Table 12. Also, we
used Random Forest of the number of trees is 50. As the result, we confirmed that
Random Forest classifier is the highest accuracy in both CAN bus prototype and
real-vehicle. Therefore, we decide that PLI-TDC uses a Random Forest classifier.

Next, we evaluate the mean accuracy with the Random Forest classifier of
each ECU in the CAN bus prototype. We have captured 9000 messages from
each ECU, dividing the messages into 80 % and 20 % for learning and testing
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Table 12: Mean accuracy of each algorithm.

Mean accuracy [%]
Algorithms CAN bus prototype real-vehicle
LR 92.86 74.83
Naive Bayes 88.05 75.94
Decision Tree 99.48 95.49
Random Forest 99.67 97.04

Table 13: Confusion matrix for the identification of ECUs of the CAN bus pro-
totype.

Predicted label
ECU0 ECU1 ECU2 ECU3 ECU4 ECU5 ECU6

A
ct

ua
ll

ab
el

ECU0 99.04 0.06 0.00 0.00 0.00 0.89 0.00
ECU1 0.06 99.78 0.06 0.00 0.00 0.11 0.00
ECU2 0.00 0.00 99.94 0.06 0.00 0.00 0.00
ECU3 0.00 0.00 0.06 99.94 0.00 0.00 0.00
ECU4 0.00 0.00 0.00 0.00 100.00 0.00 0.00
ECU5 1.29 0.00 0.11 0.00 0.00 98.60 0.00
ECU6 0.00 0.00 0.00 0.00 0.06 0.00 99.95

respectively, calculating the eight features from the messages, putting the features
into machine learning algorithms. We evaluate the proposed method using K-fold
cross-validation in K=5. As a result, the mean accuracy is 99.67 %. A confusion
matrix in K-fold cross-validation is shown in Table 13. PLI-TDC can identify
correctly with up to 100.00 %. While a minimal identification rate is 98.60 % in
CAN bus prototype.

We have also evaluated ECU identification accuracy in real vehicle’s CAN
bus. We have run around the our university (1.1 km) with 10 km/h to 30 km/h.
We have captured 400000 messages from the ECUs. Half of the 400000 messages
were observed in stopping and the rest were observed in running. We used the
6010 of the 400000 messages. The number of messages of ECUs 0, 1, 2, 3, 4,
and 5 is 1000 messages, respectively. But, the number of ECU6’s messages is
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Table 14: Confusion matrix for the identification of ECUs of the real-vehicle.

Predicted label
ECU0 ECU1 ECU2 ECU3 ECU4 ECU5 ECU6

A
ct

ua
ll

ab
el

ECU0 99.50 0.00 0.00 0.50 0.00 0.00 0.00
ECU1 0.00 97.97 0.00 0.00 2.03 0.00 0.00
ECU2 0.00 0.00 98.50 0.00 0.00 0.15 0.00
ECU3 0.00 0.00 0.00 95.31 0.00 4.69 0.00
ECU4 1.99 1.99 0.00 0.00 96.02 0.00 0.00
ECU5 0.47 0.00 1.41 7.55 0.00 90.09 0.00
ECU6 0.00 0.00 0.00 0.00 0.00 0.00 100.00

only 10 messages, because it is non-periodic messages. As with the CAN bus
prototype, we divided the CAN messages of the delay-time into learning data
and testing data. Hence, we evaluate PLI-TDC using K-fold cross-validation in
K=5. From the K-fold cross-validation, PLI-TDC performed well with an average
accuracy of 97.04 %. A confusion matrix is shown in Table 14. We confirmed that
PLI-TDC can identify each ECU correctly with up to 100.00 % while a minimal
identification rate is 90.09 %.

5.4.3 Attacker Detection

In this section, we evaluate the intrusion detection capability of the learned model.
To reproduce unmonitored ECU, we attach a new ECU which is ELM327 to the
CAN bus prototype. Additionally, we sent an arbitration ID: x assigned in ECU3
from unmonitored ECU spoofed to ECU3. Spoofing attacks were performed for
three minutes from unmonitored ECU, and the data during attacks of ECUs were
classified by the learned model. The results are shown in Table 15. "Predicted:
Attack" is when PLI-TDC classifies messages of ID: x as other than ECU3, "Pre-
dicted: Normal" is when PLI-TDC classifies messages of ID: x as ECU3. We
confirm the true positive rate against compromised ECU is 100.00 % and the true
negative rate is 99.32 %.

We evaluate the ability of intrusion detection against compromised ECU. We
attached the Arduino UNO (the ECU2 in the prototype of CAN bus) as a com-
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Table 15: Confusion matrix against sending ID: x from compromised ECU
spoofed to ECU3.

Predicted: Attack Predicted: Normal
Actual: Attack 1.0000 0.0000

Actual: Normal 0.0068 0.9932

Table 16: Confusion matrix against sending ID: y from compromised ECU
spoofed to ECU3.

Predicted: Attack Predicted: Normal
Actual: Attack 1.0000 0.0000

Actual: Normal 0.0570 0.9430

promised ECU in the CAN of the real-vehicle. We assume the spoofing attacks
of speed information from the compromised ECU. Therefore, the compromised
ECU sends ID: y assigned as arbitration ID of speed in the real-vehicle. Spoofing
attacks were performed for three minutes from compromised ECU, and the data
during sending messages of ECU3 (legitimate ECU of ID: y) and compromised
ECU were classified by the learned model. The results are shown in Table. 16.
We confirm the true positive rate against compromised ECU is 100.00 % and the
true negative rate is 94.30 %.

5.4.4 Identification of ECUs under Temperature Concept Drift

Here, we evaluate PLI-TDC under different temperatures. We used cardboard to
cover the CAN bus prototype and increase the ambient temperature of the CAN
bus prototype using a heat-gun, as shown in Fig. 33. And we corrected data
during increasing temperature. We have received 100000 messages from seven
ECUs in the CAN bus prototype. We use the messages to calculate R-squared
(R2) in case that X is temperature and Y is delay-time. The average R2 and
mean square error (MSE) are given in Table 17. It shows the R2 and MSE

using the data from 30 ◦C to 45 ◦C. The R2 varies depending on the type of CAN
transceiver. Therefore, a learned model must respond to feature drift caused by
drift of temperature for ECUs 1, 2, and 3.
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Figure 33: Our testing environment for changing the ambient temperature of the
CAN bus prototype.
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Table 17: A result of liner regression against temperature drift (CAN bus proto-
type).

ECU (CAN transceiver) R2 MSE

ECU0 (TJA1040) 0.0006 0.9994
ECU1 (MCP2551) 0.8544 0.1456
ECU2 (MCP2551) 0.8242 0.1758
ECU3 (MCP2551) 0.6947 0.3053
ECU4 (TJA1040) 0.0948 0.9052
ECU5 (SE706) 0.0706 0.9294
ECU6 (TJA1042) 0.0102 0.9898

Furthermore, we validated a new robust model for which temperature is added
as one of the features. First, we validated the Random Forest model that learned
only the eight features’ data at each temperature, and the mean accuracies are
shown in the Table 18.
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We only showed the representative range 30 ◦C to 45 ◦C, because the results
in range 20 ◦C to 60 ◦C is similar to the results in representative range. The
rows of Table 18 shows the training data, and the columns show the testing
data in each temperature. For instance, from Table 18, the mean accuracy was
80.5 % when a model constructed using the training data of 30 ◦C classified the
testing data of 45 ◦C. Hence, we confirmed that the mean accuracy decreases
as the difference between the training data temperature and the testing data
temperature increases.
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Next, we show the mean accuracies of the learned Random Forest model in
case that temperature is added to one of the feature. As shown in Table 19, the
model achieved 99 % of accuracy in all data from 30 ◦C to 45 ◦C. Therefore, we
conclude that it is possible to construct a robust learned model against feature
drift due to drift of temperature by adding temperature as a feature.

5.4.5 Detection Time

In this section, we evaluate the detection time of PLI-TDC from feature extraction
phase to classification phase. First, we describe the details of the experimental
device. The experiment was conducted on a Raspberry Pi model B+ with 1.2GHz
64-bit quad-core Cortex-A53 CPU, 1GB RAM, and Debian 10. In our experiment,
PLI-TDC executed the inference of the Random Forest classifier (# of tree is 50)
implemented in C++ per receiving the CAN messages. As a result, the time of the
feature extraction phase was 13.590 µs, and the classification phase was 50.217 µs.
Therefore, we concluded that the detection time in PLI-TDC is 63.807 µs.

5.5 Discussion

5.5.1 Identification / Detection Accuracy

The mean accuracies of PLI-TDC in CAN bus prototype and real-vehicle were
99.67 % and 97.04 %, respectively. The results of classifying the data observed
with the same time-resolution (20 ns) as Divider [79] were 81.43 % and 76.75 %,
respectively. Besides, we evaluated the mean accuracy rate of PLI-TDC un-
der different time-resolution in the CAN bus prototype. We can change the
time-resolution by regarding multiple delay cells in TDC as one delay-cell. For
example, when delay-time per one delay-cell is 0.154 ns, we can obtain the time-
resolution 0.616 ns by regarding four delay-cells as one delay-cell. Table 20 shows
the mean accuracy of PLI-TDC under different time-resolutions. Also, the eight
features selected by Relief-F were used for Random Forest classifier. As shown
in Table 20, we confirmed that the mean accuracy is increased by improving the
time-resolution. Therefore, we concluded that the mean accuracy of PLI-TDC
improves with high time-resolution. Since we confirmed that the mean accuracy
is increased by improving the time-resolution, we will try the wave union TDC
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Table 20: Mean accuracy under different time-resolution.

time-resolution
20.000 7.700 3.850 1.540 0.616 0.154

[ns]
Mean accuracy

87.20 93.02 97.47 98.31 98.46 99.67
[%]

Table 21: Comparison among voltage-domain based methods in Accuracy of Iden-
tification (A.I.), Sampling Rate (S.R.), Best Number of Samplings per message
(B.N.S.), Worst Number of Samplings per message (W.N.S.), Time Complexity
in Feature extraction (T.C.F.), Detection Time (D.T.).

Ch
oi

et
al.

[11
]

Sc
iss

ion
[44

]

SI
M

PL
E

[23
]

EA
SI

[46
]

PL
I-T

DC

A.I. [%] 96.48 99.85 99.1 99.98 99.67
S.R. [MHz] 2000 20 0.5 1.4 ∼ 10 -
B.N.S. 136× 103 1360 34 20 5
W.N.S. 392× 103 3920 98 20 14
T.C.F. O(n log n) O(n log n) O(n) O(n) O(n)
D.T. [µs] - - 1.575 124.9 63.8

[97] which has a higher resolution than our TDC as future work.
In addition, we discuss a comparison of accuracy among some voltage-based

methods and PLI-TDC with Table 21. The accuracy of PLI-TDC is lower than
Scission and EASI. Particularly, EASI can identify the highest accuracy and few
numbers of samplings. However, in EASI, it is required to change the sampling
rate, because the required sampling rate depends on the length of the payload.
On the other hand, PLI-TDC can reliably measure the delay-time without the
additional effort, regardless of the data field length. In addition, changes in the
voltages may be caused by Electromagnetic Interference (EMI) sources. There-
fore, voltage-based IDS may cause unexpected false alarms. In the contrast,
PLI-TDC can mitigate this problem because the delay-time is a time-domain
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characteristic not directly influenced by EMI. In addition, manipulation of the
delay-time by a remote attacker is expected to be challenging, as the attacker
would have to control the timing of the CAN signal with pico-second precision
from the software-layer.

Even with a limited number of ECUs in the real-vehicle, the accuracy of PLI-
TDC is still 97.04%. The 2.96% inaccuracy is due to two ECUs with almost
the same delay-time (i.e., ECU3 and ECU5 in the real vehicle). As result, PLI-
TDC may generate many false alarms per day. While PLI-TDC achieved the
lowest B.N.S. and W.N.S. close to the theoretical limit (Table 21), it means that
PLI-TDC has the potential to realize a highly accurate physical-layer IDS with
little additional computational complexity in combination with multiple physical
characteristics such as voltage and delay-time. Thus, we will try to combine
physical-characteristics to solve the problem of false alarms as future work.

5.5.2 Number of Samplings

Next, we discuss the number of samplings performed by sender identification
methods for each CAN message. Since the number of samplings to be processed
per one message influences the performance of PLI such as memory usage and
detection time, it is required to reduce the number of samplings in PLI.

The number of samplings per one CAN message for Choi’s method, Scission,
and SIMPLE depends on the length of the data field. Thus, we consider the case
when the data field is the shortest (0 byte) and longest (8 byte). If the data field
is the shortest (0 byte), the length of CAN message from SOF to CRC delimiter is
34 bit from Fig. 4. Also, when the bit rate of CAN is 500 kbps, the transmission
time for 1 bit is 2 µs. Hence, the sampling rate of each method is multiplied by
34×2×10−6. Thus, for instance, the best number of samplings in Choi’s method
is 2000 MHz×34×2×10−6 = 136×103. As a result, the best number of samplings
per one CAN message in Choi’s method, Scission, and SIMPLE is 136×103, 1360,
and 34, respectively. Similarly, if the data field is the longest (8 byte), the length
of the CAN message from SOF to CRC delimiter is 98 bit. Therefore, the worst
number of samplings is 392× 103, 3920, 98 respectively. Also, EASI’s number of
samplings is 20 for both best and worst. The number of samplings per message
in PLI-TDC depends on the number of signal transitions from 0 to 1, not the
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length of the data field. Consequently, The minimum and the maximum number
of samplings of PLI-TDC are discussed with Arbitration ID 0x000, which has
a small number of bit transitions, and Arbitration ID 0x555, which has a large
number of transitions. As a result, the best number of samplings reached 5. The
worst number of samplings reached 14. The results show that PLI-TDC has the
least number of samplings at the data acquisition phase; in other words, PLI-TDC
has the smallest n at the feature extraction phase. Hence, the feature extraction
of PLI-TDC is possible with light processing.

Finally, we discuss computational complexity. The method of Choi et al. and
Scission use time and frequency domain features. Therefore, these methods need
O(n log n) time because these methods perform Fourier Transforms to calculate
the frequency domain feature. Also, the feature extraction phases of SIMPLE
and EASI takes O(n). Because PLI-TDC uses statistic features in Table 9, PLI-
TDC needs O(n). Therefore, we confirmed that the computational complexities
of SIMPLE, EASI, and PLI-TDC are lower than the computational complexities
of other methods.

From these comparisons among related works, we confirmed that PLI-TDC
can reduce the amount of data in the data acquisition phase than the other
voltage-based methods.

5.5.3 Detection Time

We discuss whether PLI-TDC can identify all messages without spilling messages.
In Sec. 5.4.5, the evaluation of detection time was conducted on a Raspberry Pi
model B+ which used runs at a 1.2GHz 64-bit quad-core Cortex-A53 CPU. This
environment is the same as a specification of the system used for autonomous,
in-vehicle infotainment, and gateway function [85]. Thus, the experiment envi-
ronment of PLI-TDC can be implemented in actual vehicles.

As described in Sec. 5.4.5, PLI-TDC’s detection time is 63.807 µs. The de-
tection time is illustrated as shown in Fig. 34. A minimum interval of between
two CAN frames is 222 µs in CAN of 500 kbps. Since the detection time is lower
than the minimum interval in CAN, we conclude that PLI-TDC can validate all
CAN messages without spilling messages.
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Figure 34: Detection time on PLI-TDC.

5.5.4 Stability and Life-Cycle

In this section, we describe the stability of the delay-time and life-cycle of the
learned model in PLI-TDC. PLI-TDC may not adapt long-term gradual feature
drift caused by material wear and so on. Thus, we collected the 24 GB of data
for 86 days from the real-vehicle. However, we could not find any gradual drift of
delay-time in the 86 days. Hence, we confirmed that PLI-TDC has the stability of
feature at least 86 days. We also recommend updating a delay-time based model
after 86 days from deploying the model. Besides, as the other feature drift, in
case of sudden drift caused by some fail, we can update immediately a learned
model because Random Forest classifiers can learn data fastly with a few seconds
[102].

5.5.5 Comparison with Time Domain Reflectometry

Time Domain Reflectometry (TDR) based PLI [83] has been proposed as an
approach to detect the connection of an illegal device based on the variation of
the characteristic impedance of the cable in CAN-H, CAN-L, and other CANs.
In this method, an impulse signal is applied to a CAN from a pulse generator,
and the returned reflection waveform is observed by an oscilloscope. Thus, the
method using TDR can be regarded as an active method in which an IDS that
detects a rogue device applies a signal to the CAN for measurement. In other
words, the application of the measurement signal may interfere with the CAN
communication when the vehicle is in operation. Therefore, it is necessary to
consider a passive method that can detect an illegal device message by simply
observing the CAN message. On the other hand, our PLI-TDC only requires
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observing the delay-time characteristics passively. Hence, we conclude that our
PLI-TDC can solve the drawbacks of TDR based PLI.

5.5.6 Limitation

We achieved a mean accuracy of 99.67 % and 97.04 % in the CAN bus prototype
and the real-vehicle, respectively. However, it may occur that EMI which is
interference to devices (e.g. ECU) by electromagnetic waves slightly changes the
delay-time in the actual operation of vehicles. In this case of the occurrence of
EMI on CAN and ECUs, PLI-TDC can adapt by updating a delay-time based
model after detection of the concept drift by EMI. Also, the updating scheme of
the machine learning model can be an attack-surface because an attacker tries
to inject malicious messages into training data. Fortunately, we can solve this
problem using message authentications. Message authentications can support
the creation of training data that does not contain injected malicious messages
because we can exclude malicious messages by forcing message authentications
during enabling the updating scheme.

Furthermore, we confirmed the robustness for the concept drift of temper-
ature. However, we suppose that the ambient temperature of IDS and ECUs
simultaneously increases like inside of cardboard (Fig. 33). In actual environ-
ments of vehicles, ECUs distribute at various places of vehicles. It means that
IDS and ECUs may not increase simultaneously in actual environments. In this
case that IDS and ECUs have a difference in ambient temperature, PLI-TDC
misclassifies the CAN messages sent by ECU which has a difference in ambient
temperature. Therefore, to address this type of concept drift, PLI-TDC may
require numerous temperature sensors in actual environments.

5.6 Conclusion

To avoid the security risk on automobiles, PLIs in CAN have been proposed. To
meet requirements of high accuracy, the small number of samplings of feature, and
robustness against temperature change, we proposed a delay-time based sender
identification called PLI-TDC which is higher accuracy than Divider and gets
the features with a few sampling. In addition, PLI-TDC realizes temperature-
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robustness by learning the temperature as one of the features. We implemented
the experimental devices using FPGA and microcomputer to verify our method
for identification. As a result, we confirm that PLI-TDC achieved a mean ac-
curacy of 99.67 % in the CAN bus prototype and of 97.04 % in the real-vehicle.
We have released our research [74] in the hope to promote research on sender
identification.
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6. IVNProtect: Isolable and Traceable Lightweight
CAN-Bus Kernel-Level Protection

6.1 Introduction

Encryption and authentication [81, 52] for CAN have been proposed to prevent
spoofing attacks from a compromised ECU. However, encryption and authen-
tication mechanisms cannot deal with DoS attacks since an attacker can flood
encrypted CAN-bus with DoS using a high-priority ID. Therefore, a dedicated
countermeasure is required to prevent DoS attacks.

On the other hand, many automotive security researchers have proposed IDSs
based on various characteristics (e.g., frequency [88], entropy [98], ID sequence
[59], message correlation [61, 76], physical-layer fingerprint [44, 46, 78]). These
IDSs achieved the detection of various attacks including DoS attacks with high
accuracy. However, these IDSs do not provide any defense mechanism to pro-
tect against the DoS attacks. Therefore, it is necessary to build a protection
mechanism with features from attack detection to defense.

Some countermeasures to disable DoS attacks on CAN have been researched.
The allowlist-based mitigation method [21] has been proposed as one of the coun-
termeasures. This method filters message transmission based on a predefined
allowlist on a CAN-specific hardware. It can disable DoS attacks with the high-
est priority CAN ID:0x000; in other words, it passes only allowlisted messages
based DoS attacks permanently. Hence, it is ideal for mitigating and isolating
a DoS attacker who uses both malicious and benign messages. Moreover, this
method requires additional hardware; therefore, it also has a drawback in deploy-
ability. On the other hand, a frame-corruption method [90] conducts malicious
frame-corruption with error frames by a legitimate ECU with IDS. This method
transfers a compromised ECU to bus-off state, which is a disconnected state of
an ECU from the CAN-bus (i.e., an ECU in the bus-off state cannot send/receive
CAN messages). Originally, the bus-off state is designed to handle a fault in
the ECUs, so that the frame-corruption method cannot distinguish whether the
bus-off state occurred due to a fault or a security incident. In consequence, if the
bus-off state of a compromised ECU occurs due to a security incident, the other
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ECUs cannot conduct incident response operations such as switching to manual
operation of the vehicle. In other words, if there is a protection method that can
distinguish whether the bus-off state occurred through a fault or a security inci-
dent, the ECUs on the attacked vehicle can conduct some operations to minimize
the security risk. In summary, these countermeasures have problems in terms of
the isolability of a compromised ECU, deployability, and the traceability of the
root cause for isolation.

To solve these drawbacks, we propose an isolable and traceable In-Vehicle
Network bus kernel-level Protection approach called IVNProtect. IVNPro-
tect can be installed on an ECU that has a wireless interface with just a soft-
ware update because it is implemented in the CAN-bus kernel driver. We also
confirm that our IVNProtect can mitigate two types of DoS attacks without
distinguishing malicious/benign CAN IDs. After mitigating DoS attacks, IVN-
Protect isolates a compromised ECU with a security error state mechanism,
which handles the security error in IVNProtect. Furthermore, we evaluate the
traceability that an ECU with IVNProtect, which can report warning mes-
sages to the other ECUs on the bus even while being forced to send DoS attacks
by an attacker. In addition, we experimentally show that the ECU installed
IVNProtect can send the warning messages with 0 % of transmission loss rate.
Moreover, the overhead of IVNProtect is 9.049 µs, so that IVNProtect can
be installed on insecure ECUs with minimal side-effects. We release the source
code of our IVNProtect, which is available on a GitHub repository [75].

The main contributions of this paper can be summarized as follows.

• We propose an isolable and traceable lightweight CAN-bus protection called
IVNProtect. IVNProtect is implemented to a CAN-bus kernel driver
on Linux. Hence, our IVNProtect can deploy to an ECU by just software
updating.

• We provide a new error state mechanism on IVNProtect for handling
security incidents. IVNProtect mitigates DoS attacks and isolates a
compromised ECU based on this security error state mechanism.

• We experimentally confirm the traceability that IVNProtect reports
warning messages for legitimate ECUs to distinguish whether the cause
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of isolation is a fault or security incident.

• We show the overhead caused by IVNProtect. As a result, the overhead
takes only 9.049 µs, which means that a system with our IVNProtect
satisfies in-vehicle real-time demands.

6.2 Related Work

Various intrusion detection methods (e.g., arrival time [88], entropy [98], and
voltage [44]), and authentication mechanisms [81, 52] have been studied in order
to secure IVNs. These intrusion detection methods focus on detecting spoofing,
replaying, and DoS attacks but do not provide protection against the attacks.
Conversely, the authentication mechanisms focus on protecting spoofing and re-
playing attacks. In other words, the existing intrusion detection methods and
authentication mechanisms cannot protect DoS attacks on CAN-bus.

In the rest of this section, we introduce some existing protection methods
dedicated to preventing DoS attacks.

6.2.1 Protections Implemented on Bus

Wu et al. proposed an ID-hopping moving target defense [39, 96, 99] to protect
a DoS attack against individual ECUs (called targeted DoS attacks) and reverse
engineering CAN messages. They implemented the ID-hopping mechanism to
the CAN controller, hardware embedded on an ECU. The ID-hopping is carried
out in all ECUs on the CAN-bus, so it is required to install the ID-hopping CAN
controller to all ECUs. While, it can protect against targeted DoS attacks, but
it cannot protect against DoS attacks with the highest priority CAN ID: 0x000.

A relays-based reactive defense called CANARY [34] divides the bus by ac-
tivating/deactivating some relays implemented on the bus. To protect the bus
against DoS attacks, CANARY divides the bus by deactivating the relays sur-
rounding the compromised ECU. A CANARY-based bus also has a Bus-Guardian
node that detects attacks and manipulates relays. Thus, even in the isolation of
the compromised ECU, the others ECUs can trace the root cause of isolation
via the Bus-Guardian ECU. However, since CANARY needs additional hardware
(relays, resistors, and wires), it has a drawback in deployment cost. Moreover,
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the relay action has a negative aspect because it corrupts the benign message
sent during activating/deactivating relays.

6.2.2 IDS-side Protection

The frame-corruption approach [90] has been studied. This approach uses error
frames to forcibly transfer a targeted compromised ECU’s state to the bus-off
state. It is possible to send error frames with unmodified CAN controllers so that
the approach easily deploys ECUs through software update. However, because
the frame-corruption approach uses error frames, it is inherently difficult to distin-
guish whether the cause of isolation is a fault or a security incident. Furthermore,
the error frames generated by this approach contaminate the communication of
the bus, which negatively influences the arrival time of some messages and bus-
loads.

6.2.3 ECU-side Protections

Unlike the protections of IDS-side and on-bus, the ECU-side protection has an
advantage in unharming for messages on the bus when its protection is triggered.
Elend et al. developed a secure CAN transceiver [21] that filters message trans-
mission based on a predefined allowlist in the CAN transceiver. In other words,
the secure CAN transceiver protects a compromised ECU from sending malicious
ID messages. But, an attacker who compromised an ECU with this transceiver
can transmit some allowlisted messages permanently. Therefore, it is necessary
to deal with the flooding with malicious/benign ID. Moreover, the deployment
cost is high since it needs to replace the CAN transceiver hardware.

The most relevant research to our IVNProtect is TEECheck [63], proposed
by Mishra et al. TEECheck has advantages regarding the complete isolation
of a compromised ECU, traceability of the root cause of the bus-off state, and
unharming benign messages. This approach isolates a malicious process in a
compromised ECU using TrustZone, a Trusted Execution Environment (TEE).
Namely, TEECheck does not carry out the disconnection at ECU-unit such as the
division of buses using CANARY, because an attacker is isolated at the processing
unit. It means that TEECheck ensures traceability to the root cause of isolation
since an ECU with TEECheck only becomes the bus-off state caused by fault
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incidents. On the other hand, the vulnerabilities/bugs related to the implemen-
tation of TrustZone have been reported [58, 35]. Therefore, an attacker possibly
exploits the TEE’s vulnerabilities for flooding the bus. In addition, TEECheck
can only deploy to ARM-based ECUs, so it has the limited deployability.

Table 22 shows a comparison between the aforementioned protections and
our proposal. The existing protections have problems in incomplete isolation,
traceability on the cause of isolation, deployment cost, and side-effect against
some benign messages of legitimate ECUs. Detailed comparisons of ECU-side
protections are discussed in section 6.6.1. To solve these problems, we propose
an isolable, traceable, and deployable kernel-level protection in the next section.
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6.3 Proposed CAN-Bus Kernel-Level Protection

6.3.1 Threat Models

At first, we describe the assumption of the threat model. We assume that the
attacker has privileged access. But, the attacker cannot replace kernel mod-
ules because we suppose installed kernel modules are signed by a trusted party.
Moreover, the attacker also does not disrupt its kernel since the attacker only has
the motivation to disrupt CAN-bus communication. In other words, we assume
that the attacker does not shutdown attacks on the compromised system. In the
following section, we define two DoS attacks as threat models.

Malicious ID DoS
Malicious ID DoS is the most critical threat to CAN-bus communication.
This attack uses the highest priority ID (0x000) on CAN to fill the networks.
It brings unexpected vehicle behavior and stops some functions (e.g., power
steering).

Benign ID DoS
Benign ID DoS abuses the highest priority ID assigned to a compromised
ECU. In other words, benign ID DoS is a DoS attack using the highest
priority legitimate ID used by an actual ECU. It implies that benign ID
DoS is less aggressive than the aforementioned malicious ID DoS because
it is expected that some benign IDs are higher priority than the ID used
by benign ID DoS. However, benign ID DoS is still a critical threat against
some benign IDs that are lower priority than the ID used by benign ID
DoS.

6.3.2 Problem Statement

We design an isolable, traceable, and deployable kernel-level protection (IVNProtect)
that satisfies the following statements.

P1: Prevent DoS attacks (malicious ID DoS and benign ID DoS)
An attacker tries to flood the CAN bus by sending numerous messages. To
deal with the attacker, IVNProtect monitors the CAN IDs of transmitted
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messages in the compromised ECU. In the case CAN ID of a transmitted
message is not a benign ID (i.e., not an allowlisted ID), IVNProtect can-
cels the message transmission. In contrast, if the CAN ID of a transmitted
message is a benign ID, IVNProtect also analyzes the context of the
transmitted IDs and then reduces the transmission rate if the context is an
anomaly.

P2: Isolate a compromised ECU
To prevent the permanent malicious activity by an attacker in a compro-
mised ECU, our protection isolates such compromised ECUs from the CAN-
bus. However, it is important to determine when to isolate a compromised
ECU. Specifically, it is required that IVNProtect should isolate the com-
promised ECU after reporting some warning messages to the other ECUs
on the bus because the other ECUs can change some operations to minimize
the security risk after receiving the warning messages. For instance, if the
attacked vehicle has autonomous functions, the other ECUs can switch to
manual operations to prevent exploiting autonomous functions.

P3: Report warning messages during DoS
As described in P2, IVNProtect must isolate the compromised ECU
after reporting some warning messages. To ensure working this function,
IVNProtect is required to satisfy the following requirements:

1. A benign transmission loss rate of 0 % during DoS activities

2. A worst arrival time of benign messages, less than isolation time by
IVNProtect

3. A higher priority of warning messages than the others IDs

P4: Deploy IVNProtect with a slight overhead
Due to deploying to resource-constrained ECUs, we must minimize the over-
head caused by running IVNProtect. Specifically, we define a require-
ment that the IVNProtect’s overhead must be below 494 µs which is the
transmission overhead by TEECheck [63].
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6.3.3 Overview of IVNProtect

IVNProtect consists of four stages, allowlist and similarity-based detection
modules, security error states, sending function and discarding function, as shown
in Fig. 35. In the allowlist and similarity-based detection modules stage, these
modules detect malicious ID and benign ID DoS attacks. In the security error
states stage, the security error such as DoS attacks is managed by the state in
this stage. Finally, IVNProtect determines whether to send the CAN message
or discard it based on the state of security error states stage. Also, by installing
IVNProtect to all ECU on CAN, it is possible to isolate a compromised ECU
no matter which compromised ECU the attacker intrudes in.

Also, we assume that IVNProtect is installed on Linux-based ECUs such
as AGL based in-vehicle infotainment system [87], because such ECUs with entry
points to external networks have been compromised in the actual hacking [71, 62].
In the following sections, we describe each stage in order.
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6.3.4 Detection Modules

To solve P1, we provide two detection modules in this section. Based on the re-
sults of these modules, IVNProtect determines whether to conduct protection
procedures (dropping messages or inserting a delay). The first is the allowlist-
based detection module, which is introduced to prevent malicious ID DoS. The
second one is the similarity-analysis-based detection module, which can detect
benign ID DoS.

Allowlist-Based Detection Module
To disable malicious ID DoS, we add a module that discards incoming
messages based on an allowlist of CAN IDs. We assume that this allowlist
is pre-defined in the CAN-bus kernel driver before factory shipment based on
the CAN IDs that the ECU sends. Therefore, if an attacker who intrudes
on the ECU installing IVNProtect and tries to modify the allowlist,
the attacker has to replace the CAN-bus kernel driver with the attacker’s
driver. We also suppose that the original CAN-bus kernel driver is signed
by a trusted party such as automotive suppliers. It implies that the attacker
cannot replace the original CAN-bus kernel driver with the attacker’s driver.

Similarity Analysis-Based Detection Module
To prevent benign ID DoS, we provide the similarity-analysis-based detec-
tion module in this section. This module uses a similarity-analysis-based
detection method [76] to detect DoS attacks quickly by a single ID or ran-
domized IDs. This detection method detects DoS attacks by calculating
the similarity (called Simpson coefficient) between Window IDs (WIDs)
and Criterion IDs (CIDs). The CIDs are composed of the W number of
benign CAN IDs, which are pre-defined before the detection-phase. The
WIDs include the W number of the latest CAN IDs of recently received
CAN messages. CIDs and W are pre-defined by an optimization algorithm
based on SA before the detection-phase. As one example, we show the
pre-defined parameters calculated from our evaluation dataset using the
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SA-based algorithm [76] as follows.

W =7,

σs =0.3414,

CIDs ={0x3b8, 0x3b9, 0x3ba, 0x3ba, 0x3bc, 0x3bd, 0x463}

where σs is the deviation of benign similarity.

This method also requires defining these parameters in the CAN-bus kernel
driver as with the allowlist-based detection module. These parameters are
calculated and pre-defined before factory shipment for each ECUs. Thus,
as with the allowlist-based detection module, these parameters related to
similarity-analysis-based detection are protected from the attacker’s modi-
fication.

6.3.5 Security Error State Mechanism

To meet P2 and P3, we employ a security error state mechanism (Fig. 36) for
the isolation of a compromised ECU, inspired by the fault error state mecha-
nism specified in CAN. This section explains the functions and the statements of
transition in each state.

Security Error Active State
Security error active state implies that there is no security incident so that
IVNProtect does not execute any functions in this state. As shown in
Fig. 36 (a), if a detection module (e.g., allowlist-based detection) finds
some malicious activity in this state, the ECU immediately transfers to the
following security error passive state.

Security Error Passive State
Security error passive state expresses that DoS attack activity has begun
to be observed. For example, as shown in Fig. 36 (b), this state is entered
when an ID outside the allowlist is sent (i.e., ID violation error). The
security error states for both malicious and benign DoS attacks are shown
in Fig. 36 (c). As the same as Fig. 36 (b) this state is entered when an ID
outside the allowlist is sent (i.e., ID violation error). In addition, in case of
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Figure 36: Security (Sec.) error states on IVNProtect.
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sending messages with malignant similarity, this state also is entered. We
define the case of sending messages with malignant similarity as similarity
error.

Moreover, a compromised ECU reports a warning message for the other
ECUs to change some operations to minimize the security risk. For instance,
if the attacked vehicle has autonomous functions, the not compromised
ECUs can change to manual operations to prevent exploiting autonomous
functions.

Security Bus-off State
Security bus-off state completely disables the ability to send and receive to
isolate a compromised ECU. This state can prevent an attacker from sending
benign ID messages permanently or spreading the attacker’s infection with
some software updating scheme on CAN (e.g., ISO-TP).

This state is entered if either a lot of similarity error or an ID violation
error increases. However, it is important to determine when to isolate the
compromised ECU. The optimal threshold is defined in Sec. 6.6.2.

6.4 Implementation

In this section, we describe the implementation of IVNProtect. We imple-
mented the procedures related to IVNProtect to the CAN-bus kernel driver
[91] in Linux kernel v.5.10.

First, we explain the procedures of detection modules. We add the allowlist-
and similarity analysis-based detection to the message transmission function
mcp251x_tx_work_handler(). Algorithm 4 provides the message transmission
function including IVNProtect procedures.

To implement the allowlist-based discarding messages, we used two Linux ker-
nel functions, dev_kfree_skb() (line 35), which frees a buffer for storing packet
data, and netif_wake_queue() (line 36), which wakes up the currently stopped
queue and asks the kernel to resume sending messages. Specifically, in case of
transmission of malicious ID, our IVNProtect executes dev_kfree_skb() to
eliminate malicious transmission and then netif_wake_queue() to immediately
resume next sending for benign messages. By the way, note that the other CAN
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Algorithm 4 CAN message transmission algorithm in a kernel driver with IVN-
Protect (Part 1).
Input: can_priv, WIDs, CIDs, W, allowlist

Output: None
1: function calculate_similarity(set1, set2, set_size)
2: return |set1∩set2|

set_size

3: end function
4:

5: can_frame⇐ can_priv->packet_data;
6: similarity ⇐ 0;
7: is_ID_violation_error ⇐ False;
8: is_similarity_error ⇐ False;
9:

10: // calculate similarity
11: can_frame->can_id is added to WIDs

12: if ++window_idx ≥ W then
13: similarity ⇐ calculate_similarity(WIDs, CIDs, W );
14: window_idx⇐ 0;
15: memset(WIDs, 0, sizeof(WIDs)); // initialize WIDs

16: end if
17:

18: // validate CAN ID and similarity
19: mutex_lock(&can_priv)
20: if can_frame->can_id is not in allowlist then
21: can_priv->can_device_sec_stats->ID_violation_error++;
22: is_ID_violation_error ⇐ True;
23: update can_priv->sec_state

24: else if similarity exceeds a benign range defined by σs then
25: can_priv->can_device_sec_stats->similarity_error++;
26: is_similarity_error ⇐ True;
27: update can_priv->sec_state

28: end if
29:
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Algorithm 4 CAN message transmission algorithm in a kernel driver with IVN-
Protect (Part 2).
30: // send CAN message
31: if can_priv->sec_state is Security bus-off state then
32: free the packet data in can_priv with dev_kfree_skb()
33: else if then
34: if is_ID_violation_error then
35: free the packet data in can_priv with dev_kfree_skb()
36: wake up the CAN device with netif_wake_queue()
37: else if is_similarity_error then
38: mdelay(10);
39: end if
40: send CAN message of can_priv->packet_data

41: end if
42: mutex_unlock(&can_priv)

kernel driver also has the message transmission function like
mcp251x_tx_work_handler(). Therefore, IVNProtect can be implemented
on various CAN peripherals.

Next, we describe the detail of similarity analysis-based detection. To imple-
ment the module, we added a new similarity calculation function (line 1-3) and
some variants for the calculation. IVNProtect conducts the similarity calcula-
tion per fixed messages (line 11-16). Additionally, in case of malignant similarity,
IVNProtect executes delay function mdelay(10) (line 38), which stops the
sending procedure during 10 ms.

Finally, we explain the implementation of security error states. At first, we
added two member variants, enum sec_state and struct can_device_sec_stats
into struct can_priv which contains CAN common private data such as error
state, sending data, etc. The sec_state expresses the current security error state
of the CAN interface; for example, if sec_state is 0, it expresses that the current
state is the security error active state. The
can_device_sec_stats contains the detection counter, such as ID violation er-
ror for security error states. Thus, if the detection module discovers some mali-
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cious activities, the detection counter in can_device_sec_stats increases. Then,
IVNProtect manages the security error states based on this detection counter
in can_device_sec_stats in our implementation.

6.5 Evaluation

6.5.1 Environment and Dataset

In this section, we explain our experimental environment and the specification
of devices. At first, we set up the experimental CAN-bus in our laboratory.
This CAN-bus includes three ECUs, (1) a Raspberry Pi 3 Model B with IVN-
Protect, (2) an actual combination-meter ECU that automatically sends CAN
messages, (3) an experimental ECU which is called ECUsim 2000 which supplies
the power to the bus.

To emulate the CAN messages sent by one ECU, we logged 10090 messages
from the actual combination-meter ECU. Hereafter, we evaluated various metrics
of our IVNProtect, such as transmission loss rate and transmission delay when
a DoS attack is performed while sending this 10090 message.

6.5.2 Prevention of DoS Attacks

At first, we evaluate the ability of IVNProtect to prevent DoS attacks. To
evaluate this ability, we made Raspberry Pi 3 Model B both with and without
IVNProtect, which simultaneously sends 10090 benign messages and DoS at-
tacks. We show the comparison of busloads with and without IVNProtect in
Fig. 37. As shown in Fig. 37 (a), in the case without IVNProtect, the busload
reached over 45 % during DoS attacks.

In contrast, as shown in Fig. 37 (b), we confirmed that IVNProtect mit-
igated DoS attacks. Specifically, in the case of sending benign messages and
malicious ID DoS simultaneously, there was no increase in busload. It means
that the allowlist-based message discarding works against malicious ID DoS ef-
fectively. Next, we describe the case of sending benign messages and benign ID
DoS. Since the allowlist of IVNProtect includes the benign ID used by the
benign ID DoS, benign ID DoS passes the allowlist-based message discarding.
However, due to the malignant similarity of transmission messages, IVNPro-
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tect inserts a delay to mitigate flooding. As shown in Fig. 37 (b), we confirm
that the busload is reduced to about 12 % by inserting the delay. Considering the
busload of only benign messages is about 1 %, IVNProtect allows the benign
ID DoS to increase the busload by 11 %. In general, the busloads of the real-
world CAN-buses are limited to about 20 % in order to avoid unacceptable delays
for low-priority messages. Thus, when an attacker executes benign ID DoS, the
busload of real CAN-bus increases up to 31 %. From this result, we conclude that
an attacker cannot achieve DoS attacks on the bus because the ECUs can send
benign messages normally with a busload of about 31 %.

6.5.3 Isolation Time

Next, we evaluate the isolation time, which expresses from starts from the DoS
attacks to isolation by IVNProtect. Like the previous experiment, we had the
Raspberry Pi 3 Model B send 10090 benign messages and DoS attacks simulta-
neously. In Fig. 38, we show the isolation times with different thresholds of the
detection counter for transferring the security bus-off state. As shown in Fig. 38
(a), we confirm that the maximum isolation time is 170 ms if the threshold is 255.
Additionally, as shown in Fig. 38 (b), we confirm that the maximum isolation
time is 4.073 s if the threshold is 255. In other words, we conclude that there is
the time (170 ms and 4.073 s) to report some warning messages for malicious and
benign ID DoS, respectively.

6.5.4 Benign Transmission Loss Rate under DoS Attacks

To ensure that IVNProtect can report the warning messages, we evaluate the
transmission loss rate of benign messages during DoS attacks. Fig. 39 shows
the benign transmission loss rate of IVNProtect during DoS attacks. The
transmission loss rate is 0 % when the transmission queue length is over 350.
Thus, we set the transmission queue length to 350 in the following evaluations.

6.5.5 Benign Transmission Delay under DoS Attacks

To verify the number of messages that IVNProtect can send during a DoS
attack, we evaluate the transmission delay of benign messages during DoS attacks.
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(b) With IVNProtect.

Figure 37: Comparison of bitrate and busload between with and without IVN-
Protect.
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Figure 38: Isolation time under different thresholds of detection counter for se-
curity bus-off state. 120
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Table 23: Statistics of the arrival time of benign messages.

Traffic Mean Stddev Max
[ms] [ms] [ms]

benign 99.977 4.916 111.085
benign+malicious ID DoS (1ms) 99.977 4.709 111.146
benign+malicious ID DoS (300µs) 99.977 5.055 110.976
benign+benign ID DoS (1ms) 100.040 75.665 199.989
benign+benign ID DoS (300µs) 99.989 115.637 333.057

Table 23 shows the arrival time of benign messages during various DoS attacks.
The benign traffic in Table 23 expresses the arrival time of benign messages
without sending DoS attacks. The benign + malicious ID DoS (1ms) represents
the arrival time of benign messages during malicious DoS attacks, which send
messages per 1 ms. Similarly, benign + malicious ID DoS (300 µs) represents the
arrival time of benign messages during malicious DoS attacks (300 µs), which is
the maximum transmission rate.

Comparing benign with benign + malicious ID DoS in Table 23, we confirm
that IVNProtect does not affect the arrival time of benign messages during
malicious ID DoS. In contrast, in benign ID DoS, the maximum delay of benign
messages is 199.989 ms and 333.057 ms. In other words, if IVNProtect isolates
compromised ECU at 333.057 ms after the occurrence of DoS attacks, IVNPro-
tect can send at least one message. Based on this evaluation, we determine the
optimal threshold for transferring security bus-off state in 6.6.2.

6.5.6 Overhead with IVNProtect

In this section, we evaluate the overhead with IVNProtect. To evaluate the
overhead, we considered two cases: the Raspberry Pi 3 Model B sends 1000
benign messages with and without IVNProtect. Then, we measured the av-
erage time between starting to send a benign message and finishing it. As a
result, we observed that in the case without IVNProtect, the average time
was 20.090 193 ms, while in the case with IVNProtect, it was 20.099 242 ms.
The overhead with IVNProtect is 9.049 µs, which is less than the TEECheck’s
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(494 µs), so we confirm that IVNProtect does not affect on benign messages.

6.6 Discussion

6.6.1 Comparison among ECU-side Protections

In this section, we compare IVNProtect with previous protections. As de-
scribed in Sec. 6.2, IVNProtect has advantages in terms of unharming mes-
sages on the bus when its protection is triggered unlike IDS-side and on-bus
protections.

Next, we compare IVNProtect with previous ECU-side protections. Table
24 shows a comparison among the ECU-side protections and IVNProtect. As
described in Sec. 6.2, the secure CAN transceiver proposed by Elend et al. [21]
can be bypassed using some allowlisted messages so it is effective only against
malicious ID DoS attacks. In addition, the secure CAN transceiver uses the leaky-
bucket algorithm to manipulate the sending rate of CAN messages. Additionally,
it causes the transmission loss rate of benign messages during DoS attacks to
increases. Therefore, the secure CAN transceiver cannot report warning messages
to others ECUs on the bus while being forced to send DoS attacks by an attacker.

TEECheck [63] proposed by Mishra et al. has advantages regarding the com-
plete isolation of a compromised ECU, traceability of the root cause of the bus-off
state, and benign messages that are not harmful. However, TEECheck can deploy
only to ARM-based ECUs, so it has the limitation of deployability. Moreover,
Mishra et al. assume that ECUs with TEECheck send only periodic messages
as a real-time task model. In other words, TEECheck cannot be deployed to
ECUs which carry out aperiodic tasks. In CAN-bus, aperiodic tasks are generally
implemented in real-world ECUs, which these tasks are used to implement event-
triggered tasks such as airbag control. Therefore, we conclude that TEECheck
has a severe limitation of deployment for ECUs with aperiodic tasks.

In contrast, our IVNProtect allows the aperiodic tasks to send the mes-
sages because the similarity analysis-based detection module does not detect the
aperiodic messages as malicious messages [76]. In addition, IVNProtect can
be installed to an ECU just by software updating without the limitation of hard-
ware such as requiring TrustZone. From the above comparison, IVNProtect
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Table 24: Comparison among ECU-side protections in Isolability, Traceability for
Root-cause of Isolation (T.R.I.), Deployment Cost (D.C.), Harm for Benign Mes-
sages of legitimate ECUs (H.B.M.), Adaptation of Aperiodic Messages (A.A.M.),
benign Transmission Loss Rate during DoS attacks (T.L.R.).

Elend et al. [21] TEECheck [63] IVNProtect

Isolability Partial Complete Complete
T.R.I. - Yes Yes
D.C. High Middle Low
H.B.M. Unharmful Unharmful Unharmful
A.A.M. Yes No Yes
T.L.R. ≫ 0% 0% 0%

has advantages in isolability, deployability, and adaptation to aperiodic tasks.

6.6.2 Warning Response using IVNProtect

For P3 described in Sec. 6.3.2, IVNProtect must isolate the compromised ECU
after reporting some warning messages. To ensure this function work, IVNPro-
tect is required to satisfy the following requirements:

1. A benign transmission loss rate of 0 % during DoS activities

2. A worst arrival time of benign messages less than isolation time by IVN-
Protect

3. A higher priority of warning messages than the others IDs

As described in Sec. 6.5.4, we confirmed that IVNProtect satisfies the first
requirement that the benign transmission loss rate during DoS activities is 0 %.
The second requirement depends on the thresholds of the detection counter for
transferring the security bus-off state. Specifically, the worst arrival time of be-
nign messages is 0.110976s and 0.333057s for malicious and benign DoS attacks,
respectively. Hence, for the second requirement, IVNProtect must isolate the
compromised ECU after these times when starting attacks. From the evaluation
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of isolation time (Sec. 6.5.3), IVNProtect can satisfy the requirement if the
thresholds of ID violation error and similarity error are 255 and 31, respectively.
Finally, we discuss the third requirement that the ID of warning messages re-
quires a higher priority than the other IDs on the bus. To prevent conflicting the
warning messages and the other messages, IVNProtect must send the warning
messages with the highest priority ID on the bus. Fortunately, we easily solve
this problem because such IDs generally exist in the real-world CAN-bus. For
example, since the highest ID of our lab’s vehicle is 0x020, we can use the IDs
over 0x020 as warning messages.

We conclude that IVNProtect can report the warning messages during DoS
attacks if the thresholds of ID violation error and similarity error are 255 and 31
and the ID of warning messages is higher than the other messages on the bus.

6.7 Limitation

In this section, we elaborate on the limitation of IVNProtect. IVNProtect
can detect malicious ID DoS and benign ID DoS by allowlist and similarity-
analysis. The similarity-analysis module detects the DoS attacks if the similarity
of CAN messages exceeds a benign range defined by σs. Thus, if an attacker
tries to manipulate the similarity of DoS attacks without exceeding the benign
range, IVNProtect misses the DoS attacks to the CAN-bus. It causes a high
busload of the CAN-bus and unexpected vehicle behavior (e.g., disabling power
steering, blocking ADAS function). We define this evasion DoS attack against
IVNProtect as similarity-manipulation attacks.

Fortunately, we can mitigate this attack with a well-architected assignment of
the CAN IDs in practice. Specifically, we assign the low-priority CAN IDs to an
exploitable ECU that has a wireless connection and IVNProtect. Moreover,
we assign the higher priority CAN ID than the exploitable ECU to the other
important ECUs. In consequence, an attacker cannot deny the benign CAN
messages using similarity-manipulation attacks because the DoS attack consists
of the low-priority CAN IDs. However, to deploy the well-architected assignment
of CAN IDs to real-world CAN-buses, automotive manufacturers may have to
change the existing assignment of CAN IDs.
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6.8 Conclusion

In this paper, we proposed isolable and traceable lightweight CAN-bus kernel-level
protection called IVNProtect, which has advantages such as deployability and
slight overhead compared with previous CAN-bus protections. To allow the other
ECUs to trace the root cause of isolation of compromised ECU, IVNProtect
has a reporting function to send warning messages while an attacker is compro-
mising. Moreover, we confirmed that this reporting function of IVNProtect
works even during a DoS attack. Finally, since there is not much research on
protection for attacking CAN yet, we hope that our kernel-level protection will
encourage this research field.
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7. Conclusions and Future Research Direction
This dissertation has tackled DoS attacks on CAN from offensive and defensive
perspectives. Chap. 3 derives an unveiled evasion attack against state-of-the-art
DoS IDS. The last three chapters proposed detection, identification, and protec-
tion strategies to permanently disable DoS attacks on CAN. This chapter reviews
whether our proposed strategies can prevent DoS attacks on CAN. Additionally,
this chapter discusses the open issues toward secure in-vehicle networks.

7.1 Reviewing the Research Contributions

First, we review an unveiled evasion attack and its defensive approach. As men-
tioned in Sec. 1.4.1, to minimize the security risk of in-vehicle networks, we are
motivated to analyze DoS attacks on CAN from offensive and defensive perspec-
tives. In Chap. 3, we unveiled a new evasion attack called entropy-manipulation
attack. In Sec. 3.6, we confirmed that entropy-manipulation attack can com-
pletely evade the state-of-the-art entropy-based IDS. To address the vulnerabil-
ity of the state-of-the-art IDS, we proposed similarity-based IDS which detects
DoS attacks including entropy-manipulation attack with exploiting similarity of
CAN messages in Chap. 4. As Sec. 4.3 mentioned, we showed our proposed
similarity-based IDS can detect all DoS attacks with 100 % of precision. More-
over, similarity-based IDS reduced the time-complexity of the state-of-the-art
IDS’s detection phase. It means that similarity-based IDS successfully detects
DoS attacks including entropy-manipulation attacks with a more lightweight pro-
cedure.

Second, we review physical-layer characteristic-based sender identification. In
Chap. 5, we proposed physical-layer identification using time-to-digital converter,
called PLI-TDC, which identifies the ECU attacking the bus in order to patch
the compromised ECU. In Sec. 5.4.2, we confirmed that our PLI-TDC can iden-
tify the ECU in CAN-bus prototype and real-vehicle with 99.67 % and 97.04 % of
accuracy, respectively. Hence, we concluded that PLI-TDC satisfies the require-
ments of identification of compromised ECU which sends DoS attacks.

Third, we review CAN-bus kernel-level protection called IVNProtect, which
has advantages such as deployability and slight overhead compared with previous
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CAN-bus protections. In Sec. 6.5, we confirmed that IVNProtect can miti-
gate the high busload caused by DoS to the benign busload. Also, we verified
whether IVNProtect can isolate a compromised ECU that conducts malicious
activity from the CAN-bus. As the result, we confirmed that IVNProtect car-
ried out the isolation of the compromised ECU based on the security error state
mechanism which we introduced. In addition, the overhead of IVNProtect is
9.049 µs, so that IVNProtect can be installed to insecure ECUs with a slight
side-effect. Therefore, we concluded that IVNProtect prevents and isolates a
DoS attacker ECU with slight overhead.

Finally, we summarize the above reviews of the research contributions. First,
we disclosed an evasion attack against the state-of-the-art DoS IDS, called entropy-
manipulation attacks. To address DoS attacks including entropy-manipulation
attacks, we derived three defensive strategies: similarity-based IDS, PLI-TDC,
and IVNProtect. From the above reviews, we concluded that the three de-
fensive strategies can provide countermeasures: detection, identification, and
protection. Thus, exploiting our three defensive strategies, automotive suppli-
ers/manufacturers can address DoS attacks by just implementing the responsive
and recovery function (e.g. reporting for Vehicle Security Operations Center
(VSOC) analysts) in the case of DoS attacks.

7.2 Open Issue and Future Research Direction

Although we achieved the disabling DoS attacks on CAN in this dissertation,
the studies are still a part of an ultimate goal. The ultimate goal of automotive
network security research is to protect and respond to the various IVNs from
all types of cyberattacks. This section elaborates the open issues to realize the
ultimate goal of automotive network security research.

7.2.1 Protection of Physical-Layer Attacks

Physical-layer data manipulation attack which directly manipulates the voltage
of physical bit from compromised ECUs has been proposed [64]. This attack can
manipulate the physical bit of CAN to cause 0 → 1 by exploiting a physical
property of CAN. This attack also requires multiple rogue ECUs to perform the
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manipulation of physical voltage so that an attacker cannot perform the physical-
layer data manipulation attack on numerous vehicles at a large scale. Therefore,
this attack does not pose a critical threat to the critical vehicle-infrastructure.
However, it is ideal to protect the vehicles against such targeted attacks.

We proposed the similarity-based IDS and PLI-TDC as state-of-the-art intru-
sion detection systems in this dissertation. But, these systems cannot identify
the physical-layer data manipulation attack because our system exploits message-
based characteristics instead of physical bits to detect attacks.

To detect the physical-layer data manipulation attack, monitoring/detecting
the bit-wise voltage spikes is one of the practical approaches. However, the voltage
spikes of physical bits are also caused by genuine error frames of CAN. Thus, we
argue to need to research a method that distinguishes root-cause of voltage spikes
and a protection system against the physical-layer data manipulation attack as
an open issue.

7.2.2 Sophistication of IDS and PLI’s alerts for VSOC analysts

In this dissertation, we confirmed that our similarity-based IDS and PLI-TDC can
detect DoS attacks and spoofing attacks with an accuracy of 99 %. However, we
have to discuss what to do when the vehicle incorporating the IDS and PLI raise
a security alert after deploying our IDS and PLI to real-world CAN-buses. In the
case of false alerts, the vehicle incorporating the IDS and PLI may have to stop
driving on a shoulder of a road to keep the safety of the vehicle. In consequence,
false alerts cause significantly reduce the availability of the vehicle. To mitigate
the problem, VSOC can analyze the alerts and then determine whether the vehicle
needs to stop driving.

We envisage that the vehicle monitoring system with this VSOC will encounter
the same problem as SOC on the Internet. In a previous survey, it was revealed
that security analysts in a SOC confirmed the high false alerts of the IDS used,
requiring manual validation [1]. To efficiently deal with the high false alerts, it
is ideal that the security analysts can distinguish between types of false alerts.
Alahmadi et al. [1] improved security alerts of IDSs by adding five properties
(Reliable, Explainable, Analytical, Contextual, Transferable) required to foster
effective and quick validation of alerts. Hence, it is an open issue to identify
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suitable properties for improving the security alerts of VSOC to sophisticate
IDS’s and PLI’s alerts.

7.2.3 Robustness of IDS and PLI for Concept Drift Caused by Various
Vehicles

In this section, we discuss that robustness of IDS and PLI for concept drift caused
by various vehicles. CAN and IVN traffic depend on the vehicle model, gener-
ations of the vehicle model and some additional options (e.g., ADAS function).
In other words, CAN traffic has the difference even in the same vehicle model.
Our similarity-based IDS can adapt to the difference in CAN traffic because it
can control a benign range defined by σs to permit the difference of CAN traf-
fic. On the other hand, PLI-TDC cannot deal with the difference in CAN traffic
because the physical-layer characteristics (e.g., delay-time and voltage) depend
on individual vehicles. To address the difference in CAN traffic, PLI-TDC must
update its machine learning model to adapt to the difference in physical-layer
characteristics. As with the issue of EMI described in Sec. 5.5.6, the updating
scheme of the machine learning model can be an attack-surface. It means that
an attacker can poison the training data by malicious messages. To deal with
the attacker, PLI-TDC requires legitimate training data that do not contain ma-
licious messages. Therefore, it is also a future research direction to be robust
in the machine learning model of PLI-TDC against the difference of individual
vehicles (same vehicle model).

7.2.4 Improving Accuracy of Physical-Layer Identification

PLI-TDC achieved a mean accuracy of 97.04 - 99.67 %. Also, PLI-TDC detected
the messages sent by incorrect sender ECUs with 100 % in the CAN bus proto-
type and real-vehicle. It means that PLI-TDC can detect the messages sent by
an incorrect sender ECU with 100 % and however identify which ECUs are the
incorrect sender ECU with a mean accuracy 97.04 - 99.67 %. We assume that
PLI-TDC is used to identify a compromised ECU which sends the DoS attacks
for responding and recovering from the DoS attacks. Specifically, if PLI-TDC
can accurately identify the compromised ECU, VSOC can immediately patch
and replace ECU for responding and recovering. To realize the procedure for
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responding and recovering, it is ideal to identify the ECUs with a mean accuracy
of 100 %. Therefore, it is a future research topic to implement a more accurate
PLI than PLI-TDC. One of the ways to implement the accurate PLI is to exploit
both voltage-domain and time-domain characteristics. However, it increases the
complexity of the machine learning model and requires computational resources.
Thus, it is important to study the trade-off between the accuracy of PLI and
requiring computational resources which satisfy the constraint of vehicle environ-
ments.

7.2.5 Security Analysis and Mechanism for Next-Generation In-Vehicle
Networks

Currently, to replace CAN with next-generation in-vehicle networks, various new
in-vehicle network protocols have been proposed. Notably, the automotive in-
dustry has an interest in Automotive Ethernet [2] in terms of high bandwidth,
high throughput, and low-cost characteristics. Automotive Ethernet (100Base-
T1) is a next-generation in-vehicle network based on BroadR-Reach4 technology
which Broadcom developed. Deploying Automotive Ethernet to real-vehicles, the
in-vehicle network enables ECUs to provide service-oriented communication. As
one of the service-oriented communication, Scalable service-Oriented MiddlewarE
Over IP (SOME/IP) [5] was designed to fit small devices like cameras, ECUs,
and up to head units or telematics devices. ECUs can use SOME/IP for a new
application installed to an ECU by software updating to find some functions in
the vehicle. However, since the SOME/IP specification does not consider any
security mechanisms, man-in-the-middle attacks have been demonstrated [103].

On the other hand, CAN-XL [30] has been designed to provide 10Mbps as
the next step in CAN and CAN-FD evolution. CAN-XL extends the data field
length to 2048 bytes from 8 bytes of CAN’s data field length. It means that
the authentication mechanisms can be easily applied to CAN-XL because there
is no limitation to implementing the authentication mechanisms, different from
CAN’s data field. However, since CAN-XL also inherits the CAN’s arbitration
scheme, it also requires a DoS attack defense mechanism against CAN-XL. Thus,

4BroadR-Reach is a Boradcom point-to-point Ethernet physical-layer (PHY) technology,
adopted by the One-Pair Ether-Net Alliance BroadR-Reach PHY (OABR PHY).
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IVNProtect derived in this dissertation can still be effective in mitigating DoS
attacks in CAN-XL.

For securing the next-generation in-vehicle networks, we also have to consider
the defensive mechanisms as with CAN. Fortunately, SOME/IP is implemented
on the TCP/IP stacks so that we can adapt the network security techniques that
do not depend on a specific application layer. Moreover, the automotive security
techniques to analyze the characteristics of automotive packets/messages and to
meet real-time demands have been studied such as in this dissertation. Therefore,
we can apply these techniques to be secure and resilient Automotive Ethernet-
based in-vehicle networks. To summarize, in order to realize the protection of the
next-generation in-vehicle networks, it is necessary to analyze the networks from
both theory and implementation perspectives and to apply the previous network
and automotive security techniques.
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